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Abstract
This paper presents results from experiments on automatic
prosodic labeling. Using the WEKA machine learning soft-
ware [1], classifiers were trained to determine for each syllable
in a speech database of a male speaker its pitch accent and its
boundary tone. Pitch accents and boundaries are according to
the GToBI(S) dialect, with slight modifications. Classification
was based on 35 attributes involving PaIntE F0 parametrization
[2] and normalized phone durations, but also some phonologi-
cal information as well as higher-linguistic information. Several
classification algorithms yield results of approx. 78% accuracy
on the word level for pitch accents, and approx. 88% accuracy
on the word level for phrase boundaries, which compare very
well to results of other studies. The classifiers generalize to
similar data of a female speaker in that they perform equally
well as classifiers trained directly on the female data.
Index Terms: perception of prosody, prosodic labeling, F0
parametrization

1. Introduction
The following research question is at the bottom of the ex-
periments presented in this paper: What are the targets in
prosody production? In an exemplar-theoretic view, the tar-
gets in prosody production are derived from exemplars stored in
memory, and they are used in perception to categorize new ex-
emplars. The aim of this paper is to model a listener’s memory
by a large prosodically annotated speech database and to simu-
late prosodic categorization using machine learning methods to
classify new exemplars. Successful simulation of prosodic cat-
egorization is not only a step towards understanding perception,
it also has an application in automatic prosodic labeling, which
is known to be very time-consuming.

We used two speech databases that had been annotated on
the segment, syllable, and word level, and prosodically labeled
according to GToBI(S) [3]. Prosodic labeling had been carried
out in the earlier SmartWeb project [4] without having auto-
matic prosodic labeling in mind.

The databases were converted to the Festival [5] utter-
ance format, and the F0 contour of each utterance was PaIntE
parametrized [2]. Finally, for each syllable, all properties that
were potentially relevant in classification were derived from
the Festival utterance structures and captured in 37 attributes.
Thus, the speech databases are represented as sets of instances
of syllables. Each syllable instance is characterized by the 37
attributes. Two of these attributes represent the type of pitch
accent and the type of boundary tone realized on the syllable.

Using the first database as training data, we applied various
machine learning schemes implemented in the WEKA software
[1] to build classifiers for both syllable-based accent and bound-
ary prediction, i.e. to build classifiers that decide on the value

of the accent or boundary tone attribute of a syllable instance
based on the values observed for the remaining attributes. In or-
der to compare the results of the present study to studies which
just predict two classes of accent (no accent vs. accented) and
two classes of boundaries (boundary vs. no boundary), classi-
fiers for these two-class problems were trained in addition to
the classifiers predicting the full set of pitch accents and bound-
aries. Except for one case (for IBk instance-based learning), the
default parameters suggested by WEKA were used in building
the classfiers1.

The performance of the learning algorithms was compared,
and the classifiers built according to the best learning algorithm
were applied to the second, very similar database of another
speaker in order to assess the generalizability of the classifiers.

2. Experiments
2.1. Data for training and testing the classifiers

The speech databases are the SWMS database (2 hrs., male) and
the SWRK database (3 hrs., female), which have been recorded
in the course of the SmartWeb project [4]. The speakers are
professional speakers of Standard German. For both databases,
the utterances represent typical utterances of 5 different genres.
They were read off a screen at recording time.

The databases were originally used for unit selection speech
synthesis in the SmartWeb project. The recording procedure
and the prompts were identical for both databases, but there
are more utterances in the SWRK database than in the SWMS
database. Both databases were split into a training and a test set
with the test set consisting of about 10% of the utterances of the
original databases. The splits were identical for both databases.
The SWMS test set was not used for building the classifiers at
all because its utterances are also contained in the test set of the
SWRK data, on which the classifiers were to be evaluated later
when assessing their generalizability.

2.2. PaIntE parametrization

Several of the attributes used for classification involve param-
eters obtained by PaIntE [2]. PaIntE stands for “Parametrized
Intonation Events” and was originally intended for F0 model-
ing in speech synthesis. The basic idea was to approximate the
F0 contour in a certain window around syllables that are known
to carry a pitch accent or a boundary tone using a linguistically
motivated approximation function. A schematic of the function
is given in figure 1. It is composed of a rising and a falling

1The default settings of the IBk learning scheme implemented in
WEKA set the k parameter to 1. The k parameter determines the num-
ber of neighbours considered in classification of new instances, and
with k=1 this learning scheme is identical to the separate IB1 learning
scheme in WEKA. Therefore, k=30 was used instead.



Figure 1: Schematic of the PaIntE approximation function, re-
produced from [2]. The approximation window represents three
syllables. The accented syllable is indicated by the asterisk
(σ*). Peak height is determined by parameter d, amplitudes of
rise and fall correspond to parameters c1 and c2, respectively,
and peak alignment depends on the b parameter.

sigmoid function. The exact contour is determined by six pa-
rameters a1, a2, b, c1, c2, and d, where a1 and a2 represent
the (amplitude-normalized) steepness of the rising and falling
sigmoid, respectively, and c1 and c2 specify the amplitudes of
the sigmoids. Parameter d can be interpreted as approximating
the absolute peak height in Hertz, and parameter b determines
the alignment of the peak in terms of relative position in the
normalized duration of the three syllables.

Usually, the size of the approximation window is influ-
enced by prosodic structure: the window is not extended be-
yond phrase boundaries. Also, parametrization is carried out
for syllables known to be accented only. In contrast, we have
applied the parametrization to every syllable, always using a
three-syllable window. To this end, the PaIntE source code has
been modified to allow for parametrization without any assump-
tions about, or references to, prosodic properties derived from
the prosodic labels.

2.3. Attributes used in classification

The accent attribute indicates which, if any, pitch accent has
been realized on the syllable. Accents are according to the
GToBI(S) [3] labeling system. The accent attribute can assume
the following values: NONE for unaccented syllables, or L*H,
H*L, L*, H*, ..H, ..L, L*HL, or HH*L. For the boundary tone
attribute, we have mapped the underspecified boundary tones %
and - of the GToBI(S) system to fully specified tones by inte-
grating the preceding trail tone into the boundary tone labels. To
distinguish them from boundary tones that had been fully spec-
ified already, the preceding trail tones are specified in brackets.
The full set of possible values for the tone attribute is NONE for
non-final syllables, and (H)-, (L)-, (H)%, H%, (L)%, or L% for
phrase-final syllables. The values of the accent and the bound-
ary tone attributes are to be predicted by automatic classification
based on the values of the remaining attributes.

Attributes a1, a2, b, c1, c2, and d correspond to the six
PaIntE parameters. To eliminate speaker-specific aspects, all

parameters but the b parameter were z-scored. The b parameter
was left unchanged because we did not expect speaker-specific
effects for this parameter. Further attributes are derived from
the PaIntE parameters: maxc is the maximum of c1 and c2,
and c1-c2 codes the relative difference in F0 before and after
the F0 movement by subtracting the amplitude of the falling
movement, c2, from the amplitude of the rising movement, c1.
PaIntE parameters c1, c2 and d of the preceding two and of the
following syllables are also taken into account.

Turning to temporal aspects, we have claimed that
phoneme-specific z-scores of segment durations are relevant in
the perception of prosodic events2 [6]. Both the z-scores for
nuclei (zscnucleus) and the z-scores for final segments (zscfi-
nalseg) are provided as attributes. In order to facilitate com-
parison of values for the current syllable with those for context
syllables, these attributes are provided for a three-syllable win-
dow around the current syllable.

The stress attribute indicates whether a syllable is stressed
or not, wordfin indicates whether the syllable is word-final or
not, and silnext specifies whether a silence follows. The re-
maining attributes are “text-based” attributes which are derived
from orthographic information and punctuation marks. These
attributes are a subset of the attributes used by the prosody pre-
diction module of the IMS Festival text-to-speech synthesis sys-
tem [7]. Thus, they are known to be predictive of prosodic struc-
ture. Attribute pos specifies the part-of-speech (POS) tag of the
word that the syllable is related to. POS tags were obtained
by the German Tree Tagger [8]. We have also included the at-
tribute func, which maps the POS tags to the two classes func-
tion and content word. The attribute top is also derived from
the POS tags. It specifies whether the syllable is at the end of
the so-called “Vorfeld”. Another concept that is used for pre-
dicting prosodic events in our TTS system is the noun chunk
[9]. We use the POS tags to identify noun chunk boundaries.
Final nouns in noun chunks are interpreted as head of the noun
chunk (attribute head). The weight of the chunk in terms of
number of content words is also used (wght). The last attribute,
punc, specifies whether there was a punctuation symbol after
the syllable in the text underlying the utterance (i.e., in the text
the speaker was prompted with).

3. Results
Performance was measured in terms of prediction accuracy. The
accuracy rate is the proportion of instances which is correctly
classified by a classifier. In order to assess performance of the
classifiers on the word level we have, for accent classification,
eliminated all lexically unstressed syllable instances and kept
only the one lexically stressed syllable per word on which pitch
accents would have to be realized; analogously, for boundary
classification, we have eliminated all instances of word-internal
syllables. Thus, in both cases, only the one relevant syllable of
the corresponding word is classified, and the accuracy rates ob-
tained on the transformed data sets can be interpreted as word-
based accuracies. This allows for comparing the present results

2Phoneme-specific z-scores z(duri) of phone durations are obtained
by subtracting from the specific duration duri the mean of all observed
durations of realizations of the same phoneme type, mean(durP ), and
dividing by the standard deviation of durations of the same phoneme
type, sd(durP ):

z(duri) =
duri −mean(durP )

sd(durP )
(1)
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Figure 2: Word-based averaged accuracy rates of those ma-
chine learning algorithms that yielded the best results. The bars
indicate accuracy rates for accent classification (black bars)
and boundary classification (grey bars). The ZeroR algorithm
was included as a baseline.

to many other studies which only report on word-based mea-
sures of performance.

To compare the suitability of various learning algorithms
for the present problem, the accuracy of the resulting classi-
fiers was estimated in three separate runs using 10-fold stratified
cross-validation in each run. Thus, the accuracy rates corre-
spond to averaged accuracy rates of 30 different classifiers built
from various splits of the training data. Separate classifiers were
trained for classifying accents and boundaries, and for the two-
class vs. the original class problem, thus, for each algorithm,
120 classifiers were built altogether.

Figure 2 is intended to give an impression of the perfor-
mance of the learning schemes that yielded the best results for
the present experiments. It presents word-based averaged accu-
racy rates of all classification schemes implemented in WEKA
(version 3.4) for which we observed rates better than 75% for
accent classification and better than 86% for boundary tone
classification. The accuracy rates of the classifiers for accent
classification are indicated by black bars, those of the classifiers
for boundary classification are indicated by grey bars. The clas-
sifiers are listed in alphabetical order. To avoid confusion, we
have kept the original names of the algorithms from the WEKA
implementation.

In figure 2, the vertical dashed lines represent the base-
lines, which are determined as the word-based accuracy rates
achieved by the ZeroR learning algorithm, which are indicated
at the very bottom of figure 2. The ZeroR classifier just assigns

Table 1: Word-based averaged accuracy rates for the best al-
gorithms and the baseline. Most accuracy rates are compa-
rable to the rates obtained by the RandomForest algorithm:
only accuracy rates marked by * are statistically significantly
worse than the corresponding rate for the RandomForest algo-
rithm. Class.Regression is abbreviated for WEKA’s Classifica-
tionViaRegression.

Algorithm accents boundaries
2-class full set 2-class full set

Bagging 86.19 78.08 93.33 88.00
Class.Regression 85.49 78.17 *92.29 *87.41
LMT 86.24 77.54 93.37 87.84
RandomForest 86.17 78.04 93.31 88.16
ZeroR *58.30 *58.23 *72.16 *72.16

all instances the most frequent class found in the training set
and thus can be interpreted as providing the chance level.

The two dotted lines indicate the best results obtained in
terms of averaged word-based accuracy - the black dotted line
shows the best rate in accent classification, which was at 78.2%,
and which was obtained using the ClassificationViaRegression
scheme; the grey dotted line indicates the best rate for boundary
tone classification, which was at 88.2% and was obtained by the
RandomForest scheme. Figure 2 illustrates that the best results
are not due to one or few outstanding learning algorithms that
are particularly suitable for the present data; rather, when pro-
viding the information coded in the attributes discussed above,
one can reliably reach quite high accuracy rates using various
learning algorithms.

The exact word-based averaged accuracy rates of the best
learning algorithms from figure 2 are listed in table 1. Ac-
curacy rates are given both for the two-class problem and for
predicting the full set of GToBI(S) lables. To assess whether
any of the algorithms is better than the rest, the asterisks in-
dicate which classifiers performed significantly worse than the
RandomForest classifiers. It can be seen that several classifiers
perform equally well, without significant differences in the ac-
curacy rates.

3.1. Generalizability

As a first step towards assessing the generalizability of the clas-
sifiers to other data, the best classifiers have been applied to the
test set of the (female) SWRK database. The results are com-
parable for boundaries: for instance, a RandomForest classifier
trained on the full SWMS training data reaches accuracy rates
of 88.9% on the SWMS test data and of 88.6% on the SWRK
test data.

For pitch accents, performance is lower on the SWRK
data: for instance, a RandomForest classifier trained on the full
SWMS training data reaches accuracy rates of 78.9% on the
SWMS test data and of only 74.7% on the SWRK test data.
However, when building the classifier directly on the SWRK
training data, the same accuracy of 74.7% is reached on the
SWRK test set. Thus, the RandomForest classifiers built from
the male SWMS training data are just as good in classifying
the SWRK test data as their SWRK counterparts. This demon-
strates that the lower accuracy in applying the SWMS pitch ac-
cent classifier is not due to unsatisfactory generalizability but
rather is inherent to the SWRK data. To the contrary, the SWMS
classifiers perform just as well as the SWRK classifiers.



A possible explanation for the lower accuracy rates ob-
served for the SWRK data is that the F0 extraction was less reli-
able for the female data, and that the contribution of the PaIntE
attributes derived from the F0 is stronger in predicting pitch ac-
cents than in predicting phrase boundaries. This is supported by
the observation that if one had to pick just one attribute to de-
cide on the classificiation, the most successful single attribute
in classifying boundaries would be the z-score of the final seg-
ment, whereas the most successful single attribute in classifying
pitch accents would be the PaIntE b parameter.

3.2. Comparison with other studies

Among the recent studies, [10] obtain word accuracy rates of
86.0% for predicting two classes of pitch accents, and of 93.1%
for predicting two classes of boundary tones, obtained on data
from the Boston Radio News Corpus. Similar results are re-
ported by [11], who obtain slightly lower word-based accuracy
rates of 84.2% and 93.0% for two-class pitch accent and bound-
ary prediction on similar data. The accuracies reported by [10]
and those by [11] are lower than the best rates achieved in this
study, which for the two-class problem were obtained by the
LMT alogrithm (86.24% and 93.37%, respectively), although
the differences are probably not significant in the boundary
case. Comparing our results to the results of these two studies
is relatively unproblematic because the data are similar: the two
classes of pitch accents and boundary tones are derived from
ToBI labels, and the corpora both consist of news-style read
speech by professional speakers. However, the corpora are from
two different languages with different ToBI systems.

Turning to German data, [12] report accuracy rates of
77.0% for (two-class) pitch accent detection and of 88.6% for
(two-class) boundary detection. This is significantly lower than
the rates obtained here, but they classify spontaneous user inter-
actions with a wizard-of-Oz system and thus their data is differ-
ent from the data used in the present study.

Another study reporting German results [13], which also
predicts the full set of (English or German) ToBI labels instead
of just two classes, achieves syllable-based accuracy rates of
65% and 60% for German and American English pitch accent
classification, respectively, and syllable-based accuracy rates of
71% and 68% for German and American English boundary tone
classification. We have only provided word-based accuracies in
table 1 above, because for the syllable-based data, we have not
systematically evaluated all algorithms in several runs. How-
ever, taking the RandomForest algorithm, for instance, 10-fold
cross-validation in one run yields averaged accuracy rates of
87.5% and 93.9% on the syllable level for pitch accent and
boundary tone classification, respectively, predicting the full set
in both cases. Thus, the present results outperform the results
reported by [13].

4. Discussion and Outlook
We have presented results on simulating prosodic categoriza-
tion using machine learning methods to classify new exemplars.
The results compare very well to results reported in other recent
studies, particularly to results on German. In constrast to most
other studies, our classifiers predict the full set of GToBI labels
rather than just two classes.

Various learning schemes implemented in WEKA [1]
proved to be equally suitable for prosodic classification showing
that good performance in classification is not necessarily due to
one outstanding learning algorithm that is particularly suitable

for the data; instead, we interpret this as showing that the in-
formation provided was sufficient to reliably reach quite high
accuracy rates using various learning algorithms.

We have also begun to assess the generalizability of clas-
sifiers trained on data of one speaker to other speakers’ data.
Results showed that the classifiers generalize very well to simi-
lar data of another speaker in that they yield the same accuracy
rates as classifiers trained directly on data of that speaker.

To pursue the question of generalizing classifiers to data of
other speakers, we will apply the best classifiers to data of more
speakers, and also to data which do not match the training data
so closely with respect to speech style or content.

We also hope to gain some insight into the perceptual rel-
evance of the attributes used in categorizing prosodic events
from such simulations. Thus, future work will also involve as-
sessing the contribution that each attribute makes in classifying
prosodic events. Attributes that contribute more in that includ-
ing them serves to significantly raise classification accuracy are
hypothesized to be more relevant in the perception of prosody.
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