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Abstract. Hyper-minimization aims to compute a minimal determinis-
tic finite automaton (DFA) that recognizes the same language as a given
DFA up to a finite number of errors. Algorithms for hyper-minimization
that run in time O(nlogn), where n is the number of states of the given
DFA, have been reported recently in [GAwRYcHOWSKI and JEZ: Hyper-
minimisation made efficient. Proc. MFcs, Lncs 5734, 2009] and [HOLZER
and MALETTI: An nlogn algorithm for hyper-minimizing a (minimized)
deterministic automaton. Theor. Comput. Sci. 411, 2010]. These algo-
rithms are improved to return a hyper-minimal DFA that commits the
least number of errors. This closes another open problem of [BADR, GEF-
FERT, and SHIPMAN: Hyper-minimizing minimized deterministic finite
state automata. RAIRO Theor. Inf. Appl. 43, 2009]. Unfortunately, the
time complexity for the obtained algorithm increases to O(n?).

1 Introduction

Although nondeterministic and deterministic finite automata (NFA and DFA, re-
spectively) are equally expressive [15], NFA can be exponentially smaller than
DFA [12, 14], where the size is measured by the number of states. NFA and DFA are
used in a vast number of applications that require huge automata like speech pro-
cessing [13] or linguistic analysis [11]. Consequently, minimization of automata
was studied early on. The minimization problem for DFA (NFA) is the computa-
tion of an equivalent DFA (NFA) that has the minimal size (i.e., number of states)
of all equivalent DFA (NFA). On the bright side, it was shown that DFA can be
efficiently minimized in time O(nlogn) [9], where n is the size of the given DFA.
However, minimization for NFA is PSPACE-complete [10] and thus impractical.
Here we focus on DFA. Although, they can be efficiently minimized, it is often
desirable (or even necessary) to sacrifice correctness to minimize further. This
leads to the area of lossy compression, in which certain errors are tolerated in
order to allow even smaller DFA. A particularly simple error profile is studied
in hyper-minimization [3, 1,2, 5-7], where any finite number of errors is allowed.
The algorithms of [5-7] run in time O(nlogn), and thus, are asymptotically as
efficient as classical minimization. Given a DFA M, they both return a DFA that
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— recognizes the same language as M up to a finite number of errors, and
— is minimal among all DFA with the former property (hyper-minimal).

Further, GAWRYCHOWSKI and JEZ [5] report an algorithm that disallows errors
on strings exceeding a specified length. This restriction yields a slightly stricter
error profile, but their minimization algorithm still runs in time O(nlogn).

In this paper, we extend the basic hyper-minimization algorithms such that,
in addition, the returned DFA commits the least number of errors among all DFA
with the two, already mentioned properties. A DFA with those three properties is
called ‘hyper-optimal’. Note that hyper-optimality depends on the input DFA (or
better: its recognized language). Moreover, we return the number of committed
errors as a quality measure. It allows a user to disregard the returned DFA if
the number of errors is unacceptably large. Our result is based essentially on a
syntactic characterization [3, Theorems 3.8 and 3.9] of hyper-minimal DFA. Two
DFA are almost-equivalent if their recognized languages differ on only finitely
many strings (note that this corresponds to the first item mentioned earlier).
A preamble state is a state that can be reached by only finitely many strings
from the initial state of the DFA. All remaining states are kernel states. The
characterization [3, Theorems 3.8 and 3.9] states that the kernels (i.e., the part
of the automaton consisting of the kernel states) of all hyper-minimal, almost-
equivalent DFA are isomorphic. Moreover, the preambles are almost-isomorphic,
which means that they are isomorphic up to the finality of the states. This yields,
as already pointed out in [3], that two hyper-minimal, almost-equivalent DFA dif-
fer in only three aspects: (i) the finality of preamble states, (ii) the transitions
from preamble states to kernel states, and (iii) the initial state. Thus, the charac-
terization allows us to easily consider all hyper-minimal, almost-equivalent DFA
to find a hyper-optimal one. We thus solve an open problem stated in [3]. Un-
fortunately, the time complexity for the obtained algorithm is O(n?). Whether
it can be improved to O(nlogn) remains an open problem.

2 Preliminaries

The integers and nonnegative integers are denoted by ZZ and IN, respectively. If
the symmetric difference (S\T)U(T'\S) is finite, then S and T are almost-equal.
For finite sets X, also called alphabets, the set of all strings over X' is 2*, of which
the empty string is e € X*. Concatenation of strings is denoted by juxtaposition
and the length of the word w € X* is |w|. A language L over X is a subset of X*.
A deterministic finite automaton (for short: DFA) is a tuple M = (Q, X, qo, 6, F),
in which @ is a finite set of states, X is an alphabet of input symbols, ¢y € @
is an initial state, §: @ x X — @ is a transition function, and F' C @ is a set
of final states. The transition function § extends to a mapping 6: @ x X* — @
as follows: d(q,e) = ¢ and 6(q,ow) = §(d(q,0),w) for every ¢ € Q, o € X, and
w € X*. For every ¢ € @, let L(M), = {w € £* | 6(qo,w) = ¢q}. The DFA M
recognizes the language L(M) = U, cp L(M)q.

Two states p,q € @Q are equivalent, denoted by p = ¢, if §(p,w) € F if and
only if §(q, w) € F for every word w € X*. The DFA M is minimal if it does not



Algorithm 1 Structure of the hyper-minimization algorithm [6, 7].
Require: a DFA M

M + MiNIMIZE(M) // HOPCROFT’s algorithm; O(mlogn)
2: K < CoMPUTEKERNEL(M) // compute the kernel states; O(m)
~ < AEQUIVALENTSTATES(M) // compute almost-equivalence; O(mlogn)
4: M < MERGESTATES(M, K, ~) // merge almost-equivalent states; O(m)

return M

have equivalent states (i.e., p = ¢ implies p = ¢). The name ‘minimal’ is justified
by the fact that no DFA with (strictly) fewer states recognizes the same language
as a minimal DFA. For every DFA M = (Q, X, qo,d, F') an equivalent minimal
DFA can be computed efficiently using HOPCROFT’s algorithm [8], which runs in
time O(mlogn) where m = |Q x X| and n = |Q)].

3 Hyper-minimization

Let us quickly recall hyper-minimization from [3,1,2,6,7]. We will follow the
presentation of [6,7]. Hyper-minimization is a form of lossy compression with
the goal of compressing minimal DFA further at the expense of a finite number of
errors. Two DFA M7 and M, such that L(M;) and L(M5) are almost-equal are
almost-equivalent. Moreover, a DFA M that admits no almost-equivalent DFA with
(strictly) fewer states is hyper-minimal. Consequently, hyper-minimization [3, 1,
2] aims to find an almost-equivalent, hyper-minimal DFA.

In the following, let M = (Q, ¥, qo, 0, F') be a minimal DFA. Let m = |Q x 2|
be the number of its transitions and n = |Q| be the number of its states.

Definition 1 (cf. [3, Definition 2.2]). Two states p,q € Q are k-equivalent
with k € IN, denoted by p ~y, q, if 6(p,w) = §(q,w) for every w € X* such that
|w| > k. The almost-equivalence ~ C Q x Q is ~ = {Jpcn ~k-

Both k- and almost-equivalence are equivalence relations. The set Pre(M) of
preamble states is {g € Q | L(M), is finite}, and Ker(M) = Q\Pre(M) is the set
of kernel states. The contributions [5-7] report hyper-minimization algorithms
that run in time O(mlogn). The overall structure of the hyper-minimization
algorithm [6, 7] is displayed in Algorithm 1, and MERGESTATES is displayed in
Algorithm 2. The merge of p € @ into ¢ € @Q redirects all incoming transitions
of p to q. If p = qg then ¢ is the new initial state. The finality of ¢ is not changed
even if p is final. Clearly, the state p can be deleted after the merge if p # q.

Theorem 2 (|3, Section 4] and [7, Theorem 13]). In time O(mlogn) Al-
gorithm 1 returns a hyper-minimal DFA that is almost-equivalent to M.

4 An example

In this section, we illustrate the problem that we address in this contribution.
Namely, we propose an algorithm that not only returns a hyper-minimal, almost-



Algorithm 2 MERGESTATES: Merge almost-equivalent states [6, 7].
Require: a minimal DrFA M, its kernel states K, and its almost-equivalent states ~

for all B € (Q/~) do
2:  select g€ Bwithqe Kif BNK #0 // select g € B, preferably a kernel state
for allp € B\ K do
4: merge p into q // merge all preamble states of the block into ¢
return M

equivalent DFA, but rather one that commits the minimal number of errors among
all hyper-minimal, almost-equivalent DFA. Moreover, we return the exact num-
ber of errors, and we could also return the error strings (at the expense of an
increased run-time). We thus solve an open problem of [3].

Throughout this section, we consider the minimal DFA M of Fig. 1, which
is essentially the minimal DFA of [3, Fig. 2] with two new states 0 and 2. We
added those states because all hyper-minimal DFA that are almost-equivalent
to the original DFA of [3] commit exactly 9 errors. Consequently, the existing
algorithms already yield DFA with the minimal number of errors. The two new
states 0 and 2, of which 0 is the new initial state, change the situation.

The kernel states of M are Ker(M) = {FE,F,1,J,L,M,P,@Q,R} and the
almost-equivalence (represented as a partition) is

{0}, {2}, {A} B} AC, DY A B} AF}AG, H, 1, T}, {L, M}, {P,Q}, {R}} .

Both Ker(M) and ~ can be computed with the existing algorithms of [3, 2,5
7]. The hyper-minimization algorithm of [6,7] might return the hyper-minimal
DFA M; of Fig. 2 (left), which is almost-equivalent to M. Another such hyper-
minimal, almost-equivalent DFA My is presented in Fig. 2 (right). To the author’s
knowledge there is no hyper-minimization algorithm that can produce Ms. All
known algorithms merge both G and H into one of the almost-equivalent kernel
states I and J (see Algorithm 2). For example, M; is obtained by merging
G and H into I. However, M> is obtained by merging H into J and G into 1.
Now, let us look at the errors that M; and Ms make in comparison to M. The
following display lists those errors for My (left) and M, (right), of which the
specific errors of one of the two DFA are underlined.

{aa, aaa, aaaaa, aaabaa, {aaa, aaabaa
aabb, aabbbaa, abb, abbbaa, aabb, aabbbaa, abb, abbbaa,
babb, babbaa, babbbaa, bbaaa, bab, babaaa, babb, babbaa, babbbaa,
bb, bba, bbabaa, bbbb, bbbbbaa} bba, bbabaa, bbbb, bbbbbaa }

We observe that M; commits 17 errors, whereas Ms commits only 15 errors.
Consequently, there is a qualitative difference in different hyper-minimal, almost-
equivalent DFA. To be more precise, the quality of the obtained hyper-minimal
DFA depends significantly on how the merges are performed.

Let us take a closer look at the cause of the errors. Since the final state C' is
merged into the non-final state D to obtain M;, the combined state D of M is



Fig. 1. An example DFA with a-transitions (straight lines) and b-transitions (dashed
lines). The initial state is 0.

non-final. Consequently, all strings of L(M)c = {aa,bb}, which were accepted
in M, are now rejected in M;. Analogously, the error bab of My is caused by
the merge of D into C. The number of those errors can easily be computed
with a folklore algorithm (see Algorithm 3 and [4, Lemma 4]) that computes the
number of paths from ¢y to each preamble state. Mind that the graph of a DFA
restricted to its preamble states is acyclic.

Theorem 3 (see [4, Lemma 4]). Algorithm 3 computes the number of paths
to each preamble state in time O(m).

Ezxample 4. Algorithm 3 computes the following for M.
w(0) =w(2) =w(A) =w(B)=w(D)=1 w(lC)=2 w(G)=3 wH)=6

The remaining errors of M; are caused by the merges of G and H into the
almost-equivalent kernel state I. Let us denote by E), ; the number of errors made
between almost-equivalent states p ~ ¢q. More formally, this is the number of
strings in the symmetric difference of L(M,,) and L(M,), where for every ¢’ € @,
the DFA My is (Q, X, ¢, 0, F). In other words, M, is the same DFA as M with
initial state ¢’. Clearly, E; , = 0 and E, ; = E, ), for every p,q € Q. For example,
Eg =2 and Eg; = 3 and the corresponding error strings are {b, bbaa} and
{e,aa,baa}, respectively. Actually, we only need to consider transitions of M;



Fig. 2. Two resulting hyper-minimal DFA with a-transitions (straight lines) and b-
transitions (dashed lines). The initial state is 0 in both cases.

Algorithm 3 CoMPACCESS: Compute the number of paths to preamble states.
Require: a minimal bFA M = (Q, X, qo, 6, F'), its preamble states P, and a topological
sorting o: IN — P of the preamble states
w(o(0)) «+ 1 // the path e leads to go = 0(0)
2: fori=1to |P| do
w(o(i)) « Z w(q) // for each transition (g, c) leading to o(¢) add w(q)

geEQ, 00X
5(q,0)=o0(i)

4: return w

that connect preamble to kernel states due to a characterization result of [3|. For
example, for the transition D — I of My, we first identify the states of M that
were merged into D of M;. These are C' and D of M. Next, we compute the
number of paths (in M) to them for each such state ¢ and multiply it with the
number of errors made between 6(¢q,a) and I. The such obtained error counts
are summed up for the total error count. For the three relevant transitions in M,
we obtain:
D1 D-%s1 251

w(C) - Esc,a),r =6 w(C) - Esicpy,r =4 w(2) - Esa,),1 = 2
w(D) - Es(p,ayr =0 w(D) - Es(pp),r =3

Sum =6 Sum =7 Sum =2

Thus, we identified 64 7+2 = 15 errors. Together with the 2 errors that were
caused by the non-finality of D we obtained all 17 errors committed by Mj.

5 Optimal state merging

The approach presented in the previous section suggests how to compute a hyper-
optimal DFA for a given minimal DFA M = (Q, X, qo, 6, F) with m = |Q x X| and
n = |Q]. We can simply compute the number of errors for all hyper-minimal,



Algorithm 4 CoMPERRORS: Compute the number of errors made between
almost-equivalent states.

Require: minimal brA M = (Q, X, qo, 0, F') and states p ~ ¢
Global: error matrix E € Z%*? initially 0 on the diagonal and —1 everywhere else

if E, 4 # —1 then

2:  return E,, // if already computed, then return stored value

c+ ((pe F)xor (qgeF)) // set errors to 1 if p and ¢ differ on finality

4: Epqc+ Z CoMPERRORS(M, §(p,0),d(q,0)) // add errors from follow-states
oeX

return E,, // return the computed value

almost-equivalent DFA and select a DFA with a minimal error count. We have
already seen that different parts (finality and merges) are responsible for the
errors. The different parts do not affect each other, which yields that we can
compute the number of errors for each choice and greedily select the best one.

First, let us address how to compute the values £, , for p ~ ¢. Our algorithm
is presented in Algorithm 4. It inspects the global matrix E whether the value
was already computed. If not, then it checks whether p and ¢ differ on finality
(i.e., whether ¢ is in the symmetric difference of L(M,) and L(M,)) and adds
the error counts Es(, +),5(¢,0) for each o € X.

Theorem 5. Algorithm 4 computes all E, , with p ~ ¢ in time O(mn).

Proof. Clearly, the initialization and the recursion for E, ; are correct because
each error string w is either the empty string ¢ or it starts with a letter o € 3.
In the latter case, w’ € X* with w = ow’ is an error string for Ej(, 5) 5(4,0)- For
every p ~ ¢ there exists k € IN such that p ~ ¢ and thus §(p, w) = 6(q,w) for
every w € X* with |w| > k. Consequently, at most k nested recursive calls can
occur in the computation of E, ;, which proves that the recursion terminates. It
remains to prove the time bound. Obviously, if E, ; was already computed, then
the algorithm returns immediately. Thus, it makes at most n? calls because then
all values E, , are computed. Moreover, there are at most | 2| + 1 summands in
line 7. Consequently, each call executes in time O(]X]) apart from the recursive
calls, which yields that the algorithm runs in time O(|¥|n?) = O(mn). O

Ezxample 6. Let us illustrate Algorithm 4 on the example DFA of Fig. 1 and
the almost-equivalence ~. We list some error matrix entries together with the
corresponding error strings. Note that the error strings are not computed by the
algorithm, but are presented for illustrative purposes only.

Eqpr=1 {e} Eny=2 {e,baa} Ec.;=3 {aa,b,bbaa}

Erm=1 {a} Eur=3 {c aa,baa} Ecr=2 {bbbaa}
Er;=1 {aa} Equ =5 {e, aa,b, baa,bbaa}



Algorithm 5 COMPFINALITY: Determine finality of a block of preamble states.

Require: a minimal DFA M = (Q, ¥, qo, d, F'), a block of preamble states B, and the
number w(p) of access paths for each preamble state p
Global: error count e

(f, ) « ( Z w(q), Z w(q)) // errors for non-final and final state
q€BNF 4€B\F

2: e + e+ min(f, f) // add smaller value to global error count

select ¢ € B such that g € F if f > f // select final state if fewer errors for finality

4: return g // return selected state

Next, we need to shortly discuss the structural similarities between hyper-
minimal, almost-equivalent DFA. It was shown in 3, Theorems 3.8 and 3.9] that
two such DFA have isomorphic kernels and almost-isomorphic (by an isomorphism
not necessarily respecting finality) preambles. This yields that those DFA only
differ on three aspects, which were already identified in [3]:

— the finality of preamble states,
— transitions from preamble states to kernel states, and
— the initial state.

All of the following algorithms will use a global variable e, which will keep
track of the number of errors. Initially, it will be set to 0 and each discovered error
will increase it. First, we discuss COMPUTEFINALITY. For the given block B of
almost-equivalent preamble states it computes the number of access paths to final
and non-final states in B. Each such path represents a string of (J,c 5 L(M),-
After the merge all those strings will take the hyper-minimal DFA into the same
state. Thus, making this state final, will cause the number f of errors computed
in the algorithm because each access path to a non-final state of B will now
access a final state after the merge.

Lemma 7. COMPUTEFINALITY(M, B,w) adds the number of errors made in
state p when merging all states of the block B of almost-equivalent preamble
states into the state p that is returned by the call.

Next, we discuss the full merging algorithm (see Algorithm 6). We assume
that all values E,, ; with p ~ ¢ are already computed. In lines 5-7 we first handle
the already discussed decision for the finality of blocks B of preamble states and
perform the best merge into state g. In lines 8-11 we investigate the second
structural difference between hyper-minimal, almost-equivalent DFA: transitions
from preamble to kernel states. Clearly, the preamble state represents a set of
exclusively preamble states in the input DFA M and the kernel state represents
a set of almost-equivalent states of M that contains at least one kernel state.
Consequently, we can simply check whether d(q,o) is almost-equivalent to a
kernel state. We then consider all almost-equivalent kernel states ¢’ ~ (g, 0)
and compute the error-count for rerouting the transition to ¢’. This error count
is simply obtained by multiplying the number of paths to a state p in the current



Algorithm 6 OpPTMERGE: Optimal merging of almost-equivalent states.

Require: a minimal bFA M = (Q, X, qo, d, F'), its kernel states K, and its almost-
equivalent states ~
Global: error count e; initially 0

P« Q\K // set P to preamble states

2: 0 + ToproSoRT(P) // topological sorting of preamble states; o: IN — P
w <+ CoMPACCESS(M, P,0) // compute the number of access paths for preamble

4: for all B € (Q/~) such that B C P do
q < CoMPFINALITY (M, B, w) // determine finality of merged state
6: for all p € B do
merge p into q // perform the merges

8: for all 0 € X do
if BB={¢ €K|q¢ ~d(g,o)}#0 then

10: e+ e+ rlnin,(z w(p) - E(;(pﬂ),q/) // add best error count
a'eB\ L,
0(q,0) + arg min(z w(p) - E(s(pyg),q/) // update follow state
q'eB’
peB

12: if B ={¢ € K| ¢ ~qo} # 0 then

e<e+ min E, // add best error count
q’EB/ ?
14: qo < argmin Ey, o // set best initial state
q'€B’

return (M, e)

block B with the number Es, ) 4 of errors performed between the designated
kernel state and the follow-state of the current state. Mind that d(p, o) was not
affected by the merge in lines 6-7 because the merge only reroutes incoming
transitions to p. If there are several states in the current block B, then we sum
the obtained error counts. The smallest such error count is then added to the
global error count in line 10 and the corresponding designated kernel state is
selected as the new target of the transition in line 11. This makes all preamble
states that are almost-equivalent to a kernel state unreachable, so they could be
removed. Finally, if the initial state is almost-equivalent to a kernel state, then
we perform the same steps as previously mentioned to determine the new initial
state (i.e., we consider the transition from “nowhere” to the initial state).

A DFA M’ is hyper-optimal for L(M) if it is hyper-minimal and the cardinal-
ity of the symmetric difference between L(M) and L(M’) is minimal among
all hyper-minimal DFA. Note that a hyper-optimal DFA for L(M) is almost-
equivalent to M.

Theorem 8. Algorithm 6 runs in time O(mn) and returns a hyper-optimal dfa
for L(M). In addition, the number of errors committed is returned.

Proof. The time complexity is easy to check, so we leave it as an exercise. Since
the choices (finality, transition target, initial state) are independent, all hyper-
minimal, almost-equivalent DFA are considered in Algorithm 6 by [3, Theorems



3.8 and 3.9]. Consequently, we can always select the local optimum for each
choice to obtain a global optimum, which proves that the returned number is the
minimal number of errors among all hyper-minimal DFA. Mind that the number
of errors would be infinite for a hyper-minimal DFA that is not almost-equivalent
to M. Moreover, it is obviously the number of errors committed by the returned
DFA, which proves that the returned DFA is hyper-optimal for L(M). ad

Corollary 9 (of Theorem 8). For every DFA M we can obtain a hyper-optimal
DFA for L(M) in time O(mn).
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