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Summary

Finite-state technology is at the core of many standard approaches in natural language processing [1, 2]. However, the terminology and the notations differ significantly between theoretical computer science (TCS) [3] and natural language processing (NLP) [4]. In this lecture, inspired by [2, 4], we plan to illustrate the close ties between formal language theory as discussed in TCS and its use in mainstream applications of NLP. In addition, we will try to match the different terminologies in three example tasks. Overall, this lecture shall serve as an introduction to (i) these tasks and (ii) the use of finite-state technology in NLP and shall encourage closer collaboration between TCS and NLP.

We will start with the task of part-of-speech tagging [2, Chapter 5], in which given a natural language sentence the task is to derive the word category (the part-of-speech, e.g. noun, verb, adjective, etc.) for each occurring word in the sentence. The part-of-speech information is essential for several downstream applications like co-reference resolution [2, Chapter 21] (i.e., detecting which entities in a text refer to the same entities), automatic keyword detection [2, Chapter 22] (i.e., finding relevant terms for a document), and sentiment analysis [5] (i.e., the process of determining whether a text speaks favorably or negatively about a subject). Along the historical development of systems for this task [6] we will discuss the main performance breakthrough (in the mid 80s) that led to the systems that are currently state-of-the-art for this task. This breakthrough was achieved with the help of statistical finite-state systems commonly called hidden Markov models [2, Chapter 6], which roughly equate to probabilistic finite-state transducers [7]. We will outline the connection and also demonstrate how various well-known algorithms like the forward and backward algorithms relate to TCS concepts.

Second, we will discuss the task of parsing [2, Chapter 13], in which a sentence is given and its syntactic structure is to be determined. The syntactic structure is beneficial in several applications including syntax-based machine translation [8] or natural language understanding [2, Chapter 18]. In parsing, a major performance breakthrough was obtained in 2005 by adding finite-state information to probabilistic context-free grammars [9]. The currently state-of-the-art models
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(for English) are probabilistic context-free grammars with latent variables, which are known as probabilistic finite-state tree automata [10] in TCS. We will review the standard process [11] (expectation maximization), which determines the hidden finite-state information in the hope that similar processes might be helpful also in the TCS community. In addition, we will recall a spectral learning approach [12], which builds on the minimization of nondeterministic field-weighted tree automata [13]. Similarly, advanced evaluation mechanisms like coarse-to-fine parsing [14] that have been developed in NLP should be considered in TCS.

Finally, we will cover an end-user application in NLP. The goal of machine translation [8] is the provision of high-quality and automatic translations of input sentences from one language into another language. The main formalisms used in NLP in this area are probabilistic synchronous grammars [15], which originate from the seminal syntax-based translation schemes of [16]. These grammars correspond to certain subclasses of probabilistic finite-state transducers [7] or probabilistic tree transducers [10]. So far, only local versions (grammars without latent variables) are used in state-of-the-art systems, so the effective inclusion of finite-state information remains an open problem in this task. However, the requirements of syntax-based machine translation already spurred a lot of research in TCS because the models traditionally studied had significant shortcomings [17]. In the other direction, advanced models like multi bottom-up tree transducers [18] have made reasonable impact in syntax-based machine translation [19].
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