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Paradigmatic Relations Discourse Markers and Relations

(cf. Murphy’03)

» Difficult to distinguish using distributional information
(e.g., “The kid/childgyn, loves/hates,nt, his cat/pethyper )
» Crucial for term expansion and inference-based tasks

Motivation and Research Questions

» Antonyms frequently indicate contrast relations
» Word pairs are generally good indicators for discourse relations

Approaches proposed in previous work: Can we apply these insight in reverse?

Do discourse relations also indicate lexical relations?

» Purely supervised models based on thesauri, heuristics
» Pattern-based models that can leverage unlabelled data

Markers as Proxies for Discourse Relations
+ Exist in many different languages
+ Known to capture various semantic properties

Pattern-based Approach

(Schulte im Walde & Koper, 2013)
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(Marcu and Echihabi, 2003;
Prasad et al., 2008; inter alia)
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Conclusions

» Light-weight model: little memory and no parsing required

Syno anto

» Easily extendible to other languages (via translation)
» Higher recall and F;-score than with >10,000 word patterns
» Complementary strengths, best results in combination
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