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Projecting embeddings Results as function of domain similarity Domain similarity
Goal: How can we improve domain adap- BLSE performs better than NsCL and MSDA on highly divergent domains (measured as Jensen- We determine the pairwise similarity of do-
tation approaches for highly divergent do- sShannon divergence between unigram distributions). mains as the Jensen-Shannon divergence
Mains? pbetween the unigram distributions of the
| | 10,000 most frequent tokens.

Problem: Previous approaches disre- |
gard potentially relevant domain spe- —— BISE - NSeL - mSbA NoAd]
cific information when creating domain- 90}

iINndependent representations.

Approach: We train ajoint model to project
embeddings between domains and to
classify sentfiment.

Performance on dataset pairs

Proposed model

Model analysis

Source-domain Training  Projection Lexicon Target-domain Test PP VS 2P P S 2 S NP S S T R I B\ R\ I B

It was a great movie. fun fun  thinkimight go see fight | SRR AR Frequency-based projection lexicons give the

The acting wasn't perfect tomorrow just because Divergence of dataset pairs (similar -> divergent) , ,

but the directing was nice, l l @DenzelWN #ighttonight .. pbest result on divergent daftasets, while the sen-
timent lexicon performs slightly loetter on similar

datasets.
RGSUI*S fOr CrOSS'dquin Sentiment CIGSSification B Training on Bookswithdiffer.entprojec.:tion lexicons "_
BLSE outfperforms other baseline methods when training on Amazon dafa and tesfing on Twit- . 0'7
P ter dafta. NSCL performs best when frained on Amazon data and fested on another Amazon 3
oo domain. MSDA performs poorly on highly divergent data. 2%
DB E—+B K-B|B—D E~D K—D|B—E D—E K—E|B—K DK E—K
Setup BLsE | 82.2 /1.3 69.0|81.0 76.8 765 |/1.8 /03 /0.8|/3.8 723 /8.3 osl | m | W | Wem | Wy | W

NscL | 77.3 /712 73.0|81.1 /45 /763|76.8 78.1 84.0|80.1 80.3 84.6

MSDA | 76.1 71.9 /700|783 /1.0 /714|746 750 824|788 /7.4 84.5

Datasets: Amazon domains datasets (Books,
DVD, Electronics, Kitchen), as well as SemEval NOAD| /3.6 6/.9 6/.7|760 692 /702|700 /09 81.6|/40 /3.2 824 Fufure Work

2013 (813) and SemEval 2016 (S16) twitter

datasets. B—S13 D—S13 E—=S13 K—=S13|B—=S16 D—=S16 E—=S16 K—=S16 e [T would be useful fo explore better domain-
Baselines: We compare to a non-adaptive BLsE | 65.8 67.1 656 639 | 652 661 670 62.8 specific representations, which could then
pbaseline (NOAD), Neural Structural Correspon- NSCL 62 .8 60.6 50 2 50.7 61.5 61.9 60.7 57 .6 ce prOJeCTed-
d L | N , d Marginalized | | | | | | | |
szr;iid Deecarg;gr?g é\ufgé)mo%ners (MSG[;%I\;\.O 1 MSDA| 022 453 488 532 | °3.1 43.1 482 306 e An interesting application could be the
NOAD| 61.6 615 609 518 | 596 632 993 942 automatic mining of domain-specific con-
_ cepts, , "not exciting” in the DVD domain =~
Code available “not reliable” in the Electronics domain.

https://github.com/jbarnesspain/blse_domain
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