Chapter 1

Introduction

This thesis is concerned with experiments on the autonadiieation of German semantic verb
classes. In other words, (a) the focus of the thesis is vé€d, am interested in a semantic
classification of the verbs, and (c) the induction of thesifasation is performed automatically.
Why this interest in verbs? What is the idea and usage of aclagsification? Why is there
a focus on the semantic properties of the verbs, and what ttieeerm ‘semantic’ refer to?
And, last but not least, why and how is the classificationgrened by automatic means? Within
this introductory chapter of the thesis, | will address thewe questions as a motivation and
definition of my work.

Central Role of the Verb The verb is an especially relevant part of the sentenceg siris
central to the structure and the meaning of the sentencevditedetermines the number and
kind of the obligatory and facultative participants witlime sentence, and the proposition of the
sentence is defined by the structural and conceptual ittendietween the verb and the sentence
participants.

For example, consider the German védiggen‘to lie’. From the semantic point of view, the

verb describes a state which demands an entity that lies gqul@lca where the entity lies, as
obligatory participants in the sentence. From the syrtguint of view, the entity is realised

as the subject of the sentence, and the place is realisedoaatavé adverbial. Example (1.1)
satisfies the demands and provides (i) a subject for the wdrich is semantically selected as
an entity which has the ability to lie: the cat, and (ii) a pysjional phrase for the verb, whose
head is a locative preposition and subcategorises a plaesofa.

(1.1) Die Katze liegt auf dem Sofa.
‘The cat lies on the sofa.’

Given a verb, we intuitively realise the lexically specifiendands on the verb usage, i.e. as
speakers of a language we know which kinds of participamtsampatible with the selectional
preferences of a verb, and which are the possibilities tacgirally encode the grammatical
functions for the participants. Therefore, the verb tetlshe core information about the sentence.
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Lexical Verb Resources in Natural Language Processing Within the area of Natural Lan-
guage Processing (NLP), computational applications diparreliable language resources. As
demonstrated in the above example, verbs play a centraMtiieespect to the structure and the
meaning of the sentence, so resources on verb informat@oesprecially valuable. But it is te-
dious and rather impossible to manually define the detaifsiofan language, particularly when
it comes to semantic knowledge. Therefore, lexical sero@asiources represent a bottleneck in
NLP, and methods for the acquisition of large amounts of sgim&nowledge with comparably
little manual effort have gained importance. Within thiegls, | am concerned with the poten-
tial and limits of creating a semantic knowledge base byraat@ means, semantic classes for
German verbs.

Lexical Semantics and Conceptual Structure Which notion of lexical semantics and concep-
tual structure is relevant for my work? A verb is lexicallyfided by its meaning components,
those aspects of meaning which are idiosyncratic for the.v&ut even though the meaning
components are specific for a verb, parts of the conceptmadusiec structure which the verb
evokes might overlap for a number of verbs. Compare Exanip® ith Example (1.1). The
German verlsitzen'to sit’ expresses a different statelasgen‘to lie’; the verbs therefore define
different lexical concepts. But it is possible to define a engeneral conceptual structure on
which the verbs agree: Both verbs describe an entity andadidmcwhere the entity is situated.
The verbs agree on this conceptual level, and the differbatgeen the verbs is created by the
lexical semantic content of the verbs, which in this casendsfthe specific way of being in the
location. The agreement on the conceptual level is the asikefining verb classes.

(1.2) Die Katze sitzt auf dem Sofa.
‘The cat sits on the sofa.’

Semantic Verb Classes Verb classes are an artificial construct of natural langwageh gen-
eralises over verbs. They represent a practical means tioredprge amounts of verb knowledge
without defining the idiosyncratic details for each verb.eTdlass labels refer to the common
properties of the verbs within the class, and the idiosyticlaxical properties of the verbs are
either added to the class description or left underspecifdedthe one hand, verb classes reduce
redundancy in verb descriptions, since they encode the @mproperties of verbs; on the other
hand, verb classes can predict and refine properties of ahatrbeceived insufficient empirical
evidence, with reference to verbs in the same class.

Semantic verb classes are a sub-type of verb classes an@ligmever verbs according to their
semantic properties. The class definition is based on a ptunestructure which comprises a
number of semantically similar verbs. Examples for the eptwal structures afositionverbs
such adiegen’‘to lie’, sitzen'to sit’, steherito stand’, andManner of Motion with a Vehicleerbs
such agahren‘to drive’, fliegen‘to fly’, rudern‘to row’.



But how can we obtain a semantic classification of verbs dargia tedious manual definition of

the verbs and the classes? A semantic classification deraadefgition of semantic properties,

but it is difficult to automatically induce semantic featsifeom available resources, both with
respect to lexical semantics and conceptual structurerefdre, the construction of semantic
classes typically benefits from a long-standing linguistypothesis which asserts a tight con-
nection between the lexical meaning of a verb and its belavio a certain extent, the lexical

meaning of a verb determines its behaviour, particularihwespect to the choice of its argu-
ments, cf. Levin (1993, page 1). We can utilise this meatielgaviour relationship in that we

induce a verb classification on basis of verb features daagriverb behaviour (which are easier
to obtain automatically than semantic features) and expeatesulting behaviour-classification
to agree with a semantic classification to a certain extent.

However, it is still an open discussion (i) which exactly #re semantic features that define the
verb classes, (ii) which exactly are the features that defiaeverb behaviour, and (iii) to what
extent the meaning-behaviour relationship holds. Coricgr(i), the semantic features within
this thesis refer to conceptual class labels. Related wpikelvin (1993) provides similar class
labels, but she varies the semantic and syntactic contehedébels; related work iRrameNet
(Bakeret al., 1998; Johnsost al., 2002) explicitly refers to the conceptual idea of verb stess
The exact level of conceptual structure for the German vedesls to be discussed within the
experiments in this thesis.

Concerning (ii), a widely used approach to define verb behavs captured by thdiathesis al-
ternationof verbs, see for example Levin (1993); Dorr and Jones (39%ata (1999); Schulte
im Walde (2000a); Merlo and Stevenson (2001); McCarthy 200oanis (2002). Alternations
are alternative constructions at the syntax-semanticdade which express the same or a similar
conceptual idea of a verb. In Example (1.3), the most comnitennations for theManner of
Motion with a Vehicleverbfahren‘to drive’ are illustrated. The participants in the conaegit
structure are a driver, a vehicle, a driven person or thind adirection. Even if a certain partici-
pant is not realised within an alternation, its contribatinight be implicitly defined by the verb.
In (), the vehicle is expressed as subject in a transitivie ¥enstruction, with a prepositional
phrase indicating the direction of the movement. The diivaot expressed overtly, but we know
that there is a driver. In (b), the driver is expressed asestilip a transitive verb construction,
again with a prepositional phrase indicating the direcbbthe movement. The vehicle is not
expressed overtly, but we know that there is a vehicle fodthe. In (c), the driver is expressed
as subject in a transitive verb construction, with an addeesaoun phrase indicating the vehicle.
We know that there is a path for the movement, but it is notieilyl described. And in (d), the
driver is expressed as subject in a ditransitive verb caostn, with an accusative noun phrase
indicating a driven person, and a prepositional phraseatofig the direction of the movement.
Again, the vehicle is not expressed overtly, but we know thate is a vehicle for the drive.

(1.3) (a) Der Wagen fahrtin die Innenstadt.
‘The car drives to the city centre.

(b) Die Frau fahrt nach Hause.
‘The woman drives home.’
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(c) Der Filius fahrt einen blauen Ferrari.
‘The son drives a blue Ferrari.’

(d) Der Junge fahrt seinen Vater zum Zug.
‘The boy drives his father to the train.

Assuming that the verb behaviour can be captured by theadistlalternation of the verb, which
are the relevant syntactic and semantic properties onedrawie to obtain for a verb description?
The syntactic structures are relevant for the argumenttifumg of the participants, the preposi-
tions are relevant to distinguish e.g. directions from tmoes, and the selectional preferences of
the conceptual entities are relevant, since they deterthmearticipant roles. Therefore, | will
choose exactly these three feature levels to describe ths fag their behaviour.

Concerning (iii), the meaning-behaviour relationshipaisffom being perfect: It is not the case
that verbs within the same semantic class behave the sathi¢ jgnot the case that verbs which
behave the same are within the same semantic class. Coti®dapst specific conceptual level
of semantic classes, a classification with classes of verbrsyms! But even the verb behaviour
of synonyms does not overlap perfectly, since e.g. seleatipreferences of synonyms vary.
For example, the German verbekommemnderhalten'to get, to receive’ are synonymous, but
they cannot be exchanged in all contexts, @hen Schnupfen bekommiém catch a cold’ vs.
*einen Schnupfen erhaltevice versa, consider the example that the two vedbsn‘to kill’
andunterrichten‘to teach’ behave similarly with respect to their subcateggiion properties,
including a coarse level of selectional preference, such ggoup or a person performing an
action towards another person or group. They are similarwaryageneral conceptual level, so
one might expect verbs with such similar behaviour to belmnthe same semantic class on a
more specific level of conceptual structure, but this is hetdase. In conclusion, the meaning-
behaviour relationship is valid to a certain extent, and #@n interesting task by itself to find the
optimal level of overlap. Even though the relationship i$ perfect, it supports the automatic
induction of a semantic verb classification.

Clustering Methodology Assuming that we are provided with a feature descriptionvérb
behaviour, how can we obtain a semantic verb classificatiost®ygest a clustering algorithm
which uses the syntactico-semantic descriptions of thbsvas empirical verb properties and
learns to induce a semantic classification from this inptiéd.dd he clustering of the German
verbs is performed by the k-Means algorithm, a standardpersised clustering technique as
proposed by Forgy (1965). With k-Means, initial verb clustare iteratively re-organised by
assigning each verb to its closest cluster and re-calaglatiuster centroids until no further
changes take place. Applying the k-Means algorithm assuhatgi) verbs are represented by
distributional vectors. | follow the hypothesis that ‘edahguage can be described in terms of a

1in this context, synonymy refers to ‘partial synonymy’ wesynonymous verbs cannot necessarily be ex-
changed in all contexts, as compared to ‘total synonymy’r@lsgnonymous verbs can be exchanged in all contexts
—if anything like ‘total synonymy’ exists at all (BuBmanr@d0).



distributional structure, i.e. in terms of the occurrentpants relative to other parts’, cf. Harris
(1968), and define distributional vectors as verb desomptAnd (ii) verbs which are closer to
each other in a mathematically defined way are also moreasirtaleach other in a linguistic
way.

k-Means includes various cluster parameters: The numbdusfers is not known beforehand,
so the clustering experiments investigate this paramBtgdated to this parameter is the level of
conceptual structure: the more verb clusters are foundmibre specific the conceptual level,
and vice versa. The clustering input may be varied accorttifgpw much pre-processing we
invest. k-Means is sensitive to the input, and the resulttlngter shape should match the idea of
verb classes. | therefore experiment with random and pregsised cluster input to investigate
the impact of the input on the output. In addition, we can fiadaus notions of defining the
similarity between distributional vectors. But which ddeest fit the idea of verb similarity?
The potential and the restrictions of the natural languaggering approach are developed with
reference to a small-scale German verb classification asulisised and tested on the acquisition
of a large-scale German verb classification.

Verb Class Usage What is the usage of the verb classes in Natural Language$siog ap-
plications? From a practical point of view, verb classegesent a lexical resource for NLP
applications. On the one hand, verb classes reduce redeydanerb descriptions, since they
encode the common properties of verbs: a verb classificai@anuseful means for linguistic
research, since it describes the verb properties and régdat the syntax-semantic interface.
On the other hand, verb classes can predict and refine piegpefta verb that received insuf-
ficient empirical evidence, with reference to verbs in thesalass: under this aspect, a verb
classification is especially useful for the pervasive peablof data sparseness in NLP, where
little or no knowledge is provided for rare events. Previsask at the syntax-semantic interface
has proven the usefulness of verb classes: particularltiggish verb classification by Levin
(1993) has been used for NLP applications such as word sésemalgiguation (Dorr and Jones,
1996), machine translation (Dorr, 1997), document clasgitn (Klavans and Kan, 1998), and
subcategorisation acquisition (Korhonen, 2002b).

Automatic Induction of German Semantic Verb Classes: Task Bfinition | summarise the
thesis issues in an overall task definition. This thesis mcemed with experiments on the auto-
matic induction of German semantic verb classes. To my kedgé, no German verb classifica-
tion is available for NLP applications. Such a classificatimuld therefore provide a principled
basis for filling a gap in available lexical knowledge. Howewvthe preceding discussion has
shown that a classification of verbs is an interesting gaal tere are more tasks on the way
which have not been addressed. The overall idea of indu@ng slasses is therefore split into
the following sub-goals.
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Firstly, | perform an empirical investigation of the praet usage of the relationship between
verb behaviour and meaning components. As said beforestillian open discussion (i) which
exactly are the semantic features that define verb clasgeshich exactly are the features that
define verb behaviour, and (iii) to what extent the meaniagaviour relationship holds. This
thesis will investigate the relationship between verbudest, where the semantic features refer
to various levels of conceptual structure, and the syrddetitures refer to various levels of
verb alternation behaviour. In addition, | will investigahe practical usage of the theoretical
hypothesis, i.e. is there a benefit in the clustering if werbup the syntax-semantic interface?

Secondly, | aim to develop a clustering methodology whicuisable for the demands of natural

language. As described above, | apply the hard clusteraimtque k-Means to the German verb
data. | decided to use the k-Means algorithm for the clusgebecause it is a standard clustering
technique with well-known properties. The reader will le#inat there are other clustering and
classification techniques which might fit better to some etspef the verb class task, e.g. with

respect to verb ambiguity. But k-Means is a good startingtpdiecause it is easy to implement
the algorithm and vary the clustering parameters, and tlagarship between parameters and
clustering result is easy to follow and interpret.

Finally, | bring together the insights into the meaning-&dabur relationship and the experience
with clustering, in order to investigate the automatic asifjon of German semantic verb classes.
As obvious from the discussions, the clustering outcomé mwat be a perfect semantic verb
classification, since (i) the meaning-behaviour relatmmen which we rely for the clustering is
not perfect, and (ii) the clustering method is not perfecttie ambiguous verb data. But it should
be clear by now that the goal of this thesis is not necesstrilybtain the optimal clustering
result, but to understand what is happening. Only in this waycan develop a methodology
which abstracts from the given, small-scale data and caplésd to a large-scale application.

Contributions of this Thesis The contribution of my work comprises three parts. Each ef th
parts may be used independently from the others, for vapagsoses in NLP.

1. A small-scale German verb classification

| manually define 43 German semantic verb classes contal@i@gartly ambiguous Ger-
man verbs. The verb classes are described on the conceptelduhd illustrated by corpus
examples at the syntax-semantic interface. Within thisithehe purpose of this manual
classification is to evaluate the reliability and performewof the clustering experiments.
But the size of the gold standard is also sufficient for usadge€LiP applications, cf. ana-

logical examples for English such as Lapata (1999); LapatbBrew (1999); Schulte im

Walde (2000a); Merlo and Stevenson (2001).



2. A statistical grammar model for German

| describe the implementation and training of a German bdided probabilistic context-
free grammar. The statistical grammar model provides eogpiexical information, spe-
cialising on but not restricted to the subcategorisatiamg@ur of verbs. The empirical
data are useful for any kind of lexicographic work. For exéamBchulte im Walde (2003a)
presents the range of lexical data which are available irstagstical grammar model,
concentrating on verb and noun collocations. And Schulté/fmde (2002b) describes the
induction of a subcategorisation lexicon from the grammadet, with Schulte im Walde
(2002a) referring to the evaluation of the subcategonsalata against manual dictionary
entries.

3. A clustering methodology for NLP semantic verb classes

| present clustering experiments which empirically analgsd utilise the assumption of a
syntax-semantic relationship between verb meaning aridbetnaviour. Based on the ex-
perimental results, | define the relevant aspects of a clogtenethodology which can be
applied to automatically induce a semantic classificatar@erman verbs. The variation
of the clustering parameters illustrates both the potkatid limit of (i) the relationship
between verb meaning components and their behaviour, Alagiutilisation of the clus-
tering approach for a large-scale semantic verb classditas lexical NLP resource.

Overview of Chapters The chapters are organised as follows.

Chapter 2 describes the manual definition of the small-scale Germarasgc verb classes. As
said above, the purpose of the manual classification withéthesis is to evaluate the reliability
and performance of the clustering experiments. The chaptexdduces the general idea of verb
classes and presents related work on verb class definitieerious frameworks and languages.
The German classification is described in detail, to illatstithe syntactic, lexical semantic and
conceptual properties of the verbs and verb classes, angsemt a basis for discussions about
the clustering experiments and outcomes. The final parteothiapter refers to the usage of verb
classes in Natural Language Processing applications,derdo show the potential of a verb
classification.

Chapter 3 describes the German statistical grammar model. The mede¢s as source for
the German verb description at the syntax-semantic irdesfahich is used within the cluster-
ing experiments. The chapter introduces the theoretiaztdraund of lexicalised probabilistic
context-free grammars and describes the German grammealogevent and implementation, the
grammar training and the resulting statistical grammarehothe empirical lexical information
in the grammar model is illustrated, and the core part of g#ré information, the subcategorisa-
tion frames, are evaluated against manual dictionary diefivs.
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Chapter 4 provides an overview of clustering algorithms and evabratnethods which are
relevant for the natural language task of clustering vembs $emantic classes. The chapter in-
troduces clustering theory and relates the theoreticahagsons to the induction of verb classes.
A range of possible evaluation methods are described, denvbre measures for a verb classifi-
cation are determined.

Chapter 5 presents the clustering experiments which investigatathematic induction of se-
mantic classes for German verbs. The clustering data aceilded by introducing the German
verbs and the gold standard verb classes from an empirigal gloview, and by illustrating the
verb data and feature choice. The clustering setup, pr@essesults are presented, followed
by a detailed interpretation and a discussion of posséslib optimise the experiment setup and
performance. The preferred clustering methodology isiaegfb a large-scale experiment on
883 German verbs. The chapter closes with related work atering experiments.

Chapter 6 discusses the contributions of the thesis and suggestgidire for future research.
The main focus of the contributions interprets the clusggdata, the clustering experiments, and
the clustering results with respect to the empirical retaghip between verb meaning and verb
behaviour, the development of a methodology for naturadage clustering, and the acquisition
of semantic verb classes.



