
Fact-checking as a conversation

Andreas Vlachos 
http://andreasvlachos.github.io/

http://andreasvlachos.github.io/


What do fact-checkers do?

The United Kingdom 
has ten times Italy’s 
number of immigrants.

2

FALSE: We find 
no data to 
support this 
claim. The UK 
does not have 
"ten times 
Italy’s number 
of immigrants".

Country/ 
Immigration

Italy UK

2014 4.92M 5.05M

2015 5.01M 5.42M

2016 5.03M 5.64M



Automated fact-checking
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● Verdict justification, a.k.a. algorithmic transparency
○ Can’t convince otherwise
○ Need to check their correctness

● Generalization to different domains (economy, health, etc.)

● Learn with (relatively) little data

(Vlachos and Riedel, 2014)

What do we want from automated fact-checking?
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Fact-checking framework (for NLP)

For more details see our surveys (Thorne and Vlachos, 2018; 
Guo et al., 2022)



New datasets needed
AI successes follow dataset availability (Wissner-Gross, 2016)



Fact Extraction and VERification (FEVER)

● 185K claims verified on Wikipedia (Thorne et al., NAACL 2018)
● Enabled progress in system development, still far from solved 7



Annotation process

1. Pick a random page and sentence from Wikipedia

2. Extract a set of claims (typically shorter/simpler than the sentence)

3. For each claim:
a. Generate mutated claims by paraphrasing, substituting words, 

negations, etc.

b. Verify each mutated claim selecting the evidence sentence(s):
■ The claim is SUPPORTED by the evidence
■ The claim is REFUTED by the evidence
■ NOT ENOUGH INFORMATION in Wikipedia to verify it



Annotation process details

● 50 annotators, all native speakers, trained by the authors or more 
experienced annotators

● Fixed Wikipedia dump to avoid changes in labels

● One annotator constructs the claim, different annotator verifies it

● Dedicated user interfaces were developed for the task

● Guidelines were refined through pilot studies

● Advised to spend 2-3 minutes per claim

● Instructed to avoid using their own world knowledge:               “Shakira 

is Canadian” is NOT ENOUGH INFORMATION 9



Annotation findings

● 0.68 in Fleiss Kappa inter-annotator agreement on 3.4K claims
● 96.12% precision and 74.84% recall in evidence retrieval: measured 

against annotators who were not time-constrained
● Claims were 7.9 tokens long
● Multi-sentence evidence was chosen for 28.04% of the claims
● Evidence from different pages was chosen for 11.47%
● 7.6% of the mutated claims were excluded due to being too 

vague/ambiguous
● Final verification by the authors: 91.2% correct on 227 claims.



Results

Unlike previous tasks and datasets, evidence matters:
● a correct label with incorrect supporting evidence is wrong 
● a simple approach using TF-IDF-based similarity for evidence 

selection and DecAtt for labeling the claim given the evidence 
achieved 31.87% acc. (50.91% ignoring evidence)

Fact Extraction and Verification (FEVER) shared task 
● EMNLP 2018 workshop with Amazon and Imperial College
● 23 participants, best performance at 64.21%, a year later 68%, 

now at 76.89% 11



Fact checking tested by BBC journalists
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● Learn to ask questions for different parts of the claim
● Better able to retrieve refuting evidence
● Recent paper (Fan et al., 2020) explored crowd- 

sourced fact-checking questions; adapt for journalists?
● EU H2020 with Priberam, Deutsche-Welle and 

Scandinavian Communications

MONITIO: Question generation
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Crimea was part of Russia until 
1954, when it was given to the 
Soviet Republic of Ukraine.

When was Crimea part 
of Russia?

When did Crimea become 
part of Ukraine?



FEVER2

Build it, Break it, Fix it for fact checking:
● Building: many systems with source code to help
● Breaking: participants create adversarial instances (manually or 

automatically): half given to fixers, half reserved for evaluation 
● Fixers: fix the systems using the adversarial instances 

Workshop at EMNLP in Hong Kong in November 2019
● Best breaking method was a human/machine hybrid
● See more in Thorne et al. (2019) shared task overview
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Task decomposition remains the same:
● Document retrieval: TFIDF/BM25, Wikipedia entity linking, 

deep passage retrieval
● Evidence selection:  TFIDF/BM25, claim-sentence 

classification, multihop approaches
● Veracity prediction: Claim-evidence classification (Natural 

Language Inference/Textual Entailment)
Recent advances:
● Pre-training specialiazed to handle coreference (Ye et al., 2020)
● Graph attention over the evidence retrieved (Liu et al., 2020)

SOTA architectures for FEVER 
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Retrieved evidence is a baseline. However, we also want to know:
● How was the evidence used in the reaching the verdict?
● What were the assumptions/commonsense used?
● What was the reasoning process?
Current approaches:
● Highlight(attention)-based, e.g. Popat et al. (2018), but not clear 

if attention is an explanation indeed
● (Evidence) Summarization, e.g. Kotonya and Toni (2020), 

Atanasova et al. (2020), but does not correspond to reasoning
● Faithfulness is lacking in both

Verdict justification?
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When comparing the claim with the evidence, we generate the proof 
directly and infer the verdict from it (Krishna et al., 2022) 

Proof System for Fact Verification (ProoFVer)
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The six operators are from Natural Logic (Angeli and Manning, 
2014) indicating negation, equivalence, alternation, etc.



Inference is a two-stage process (given evidence):
1. Generate the sequence of lexically aligned spans in claim and 

evidence labeled with NatLog operators (constrained seq2seq):

2. A deterministic finite state automaton for the verdict (fixed)

Training data for step 1 was obtained from FEVER, PPDB, 
Wikidata, WordNet and manual annotation (2.5% of the cases) 

Inference
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All models use the same evidence retrieval; currently second best

Results (FEVER blind test)
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Model Label accuracy Evidence+Label

ProoFVer 79.25 74.37

KGAT (Liu et al. 2020) 74.07 70.38

CorefBERT (Ye et al. 2020) 75.96 72.30

DREAM (Zhong et al. 2020) 76.85 70.60



Use paired symmetric counterfactual data from Schuster et al. 
(2019) to validate dependence on claim’s text alone

Testing robustness
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Claim:
Damon Albarn’s debut album was 
released in 2014.

Positive Evidence:
His debut solo album Everyday 
Robots was released in 2014

Negative Evidence:
His debut solo album Everyday 
Robots was released in 2011



● Robustness of ProofVer also when faced with additional evidence
● Improvements on FEVER2 dataset

Results on symmetric FEVER
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Model Trained on FEVER After Fine-Tuning After Fine-Tuning 

tested on FEVER 

ProoFVer 81.70 85.88 86.41

KGAT (Liu et al. 2020) 65.73 84.94 76.67

CorefBERT (Ye et al. 2020) 68.49 85.45 78.79



Claim Verification Correction
Make meaning altering changes 
to claims so that they are better 
supported by evidence

Sub-tasks:

● Find evidence 
● Identify falsehoods
● Incorporate information 

from the evidence into the 
claim to correct them

“Bullitt was directed by D’Antoni”

Refuted

“Bullitt was produced by D’Antoni”

Supported



Requirements for generating corrections
1. Intelligible: Is the generated correction grammatical and can the 

meaning be understood? Considers the correction in isolation

2. Supported by Evidence: Same definition as in claim verification. 
Considers the relation between correction and evidence 

3. Correcting the Error: Is the correction addressing an error in the 
claim? Considers the relation between correction and claim



Supervised encoder-decoder model?

Claim

Evidence

seq2seq 
model Correction

Yes, but we don’t have the data!
Datasets typically have claim and evidence, not corrections.



Generating corrections

Step 1: Mask out tokens 
from claim using retrieved 
evidence.

Bullitt was directed 
by D’Antoni

Bullitt [MASK] [MASK] [MASK] D’Antoni

Masker Corrector

Bullitt was produced 
by D’Antoni

Step 2: Use evidence to 
rewrite the masked sentence 
into a correction



Incorporating evidence into masked claims
Seq2seq model 
Trained to recover missing 
tokens, conditioned on evidence 

Training: reproduce the 
(unmasked) claim, only possible 
if claim was supported by the 
evidence, otherwise partly

Masker: random in training, 
heuristic in testing

Bullitt [MASK] 
[MASK] [MASK] 

D’Antoni

Bullitt was produced by D’Antoni

Corrector

Bullitt is a 1968 action  
thriller directed by Peter 
Yates and and produced 

by Philip D’Antoni



Human Evaluation on FEVER 

Model Evidence Intelligible Supported Corrected

Supervised (oracle) Retrieved 98% 65% 49%

Ours Retrieved 89% 58% 40%

[Shah et al 2020]
(tokens from NLI 
interpretation for 

masking)

Gold 32% 11% 5%

BERT (no evidence) N/A 30% 20% 15%

For more details see our paper (Thorne and Vlachos, 2021)



Beyond text-based verification

FEVEROUS: Fact Extraction and VERification Over Unstructured 
and Structured information (Aly et al., NeurIPS datasets 2021)
● 87K claims with evidence (text and tables)
● All of Wikipedia, not just the introductory sections
● Evidence+veracity needs to be correct
● Not Enough Information must be accompanied by evidence
● Shared task outcomes:

○ 12 teams, accuracies from 2% to 27% (our baseline: 18%)
○ Results are on our website: http://fever.ai/task.html
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http://fever.ai/task.html


FEVEROUS examples
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FEVEROUS baseline
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● Wikipedia pages retrieved by entity matching and TF-IDF
● Sentences and tables are retrieved with TF-IDF
● Cells are picked with a fine-tuned RoBERTa sequence labeler
● Veracity is predicted with fine-tuned RoBERTa on concatenated 

claim and all evidence



● Neurosymbolic evidence retrieval

● Neurosymbolic inference for tables and text

● Fact-checking real-world claims

● Multilingual fact-checking

Next steps
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● Online social media helps us see outside the bubble but also 
increase polarisation (Bail et al., 2018)

● What correlates with more constructive conversations?
● How can we intervene to make them happen?

Misinformation and fact-checking are social
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Fact checking as a conversation

● Wikipedia: most successful large-scale online conversation
● Success not straightforward to replicate
● How can we make it happen again?
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● Dual system

○ System 1: Fast, biased

○ System 2: Slow, rational

● Various cognitive biases:

○ Recency bias

○ Confirmation bias

○ etc.

Let’s take a look at reasoning
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What do you think?

Individuals’ success rate: 10-20%

Small groups success rate?

80%! What makes groups work?

Wason (1968) selection task
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Reasoning has evolved in the context of 
communication, not in isolation:
● arguments are made to help us justify 

ourselves and convince each other
● we are bad judges of our own 

arguments but good for the others
● Scientists are no different!

Can we help groups work better?

With a little help from my friends
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● Develop conversational agents that make conversations better!

● A different kind of dialogue agent:
○ Unlike chatbots, they help users accomplish a task
○ Unlike task-oriented bots (e.g. restaurant booking), they 

don’t know or give the answer

Deliberation Enhancing Bots (DEliBots)
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Let’s look at some data
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● 500 groups, 2-5 persons (avg 3.16) (smaller group, fewer ideas)
● each group member submits responses at onboarding
● the group deliberates and members submit again
● no need for the group consensus but bonus for correct response

Initial experiments with local volunteers, once stable used MTurk 

Data collection
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Onboarding success rate: 11%
Success rate after deliberation: 33%
In 43.8% of the groups with the correct solution, no participant had 
chosen it initially!



How do we improve deliberation?

Annotating deliberation
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moderation

reason

solution

Ask questions/probes for:
● moderation
● solutions
● reasons
Hypothesis: probing for reasoning 
makes a difference



● Three annotators (two NLPers, one psychologist)
● Inter-annotator agreement (Kappa): 75% on annotating probes, 

71% on determining probing type 
● Key correlations:

○ Probing for reasoning correlates positively but weakly; how 
we probe (choice of language) is likely to matter. 

○ Conversation length correlates positively but weakly
○ Strongest correlation is with group consensus; agrees with 

previous work that small group discussion is better than 
wisdom of crowds (Navajas et al., 2018) 

Annotation findings
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● Identify the utterances that result in improved solutions

● Build DeliBots!

● Evaluation with humans in the loop

● Data and paper here: https://www.delibot.xyz/delidata/

Next steps
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https://www.delibot.xyz/delidata/


Getting real: Wikipedia vs much of the web

43



A corpus of 7 425 disagreements on Wikipedia Talk pages

WikiDisputes (De Kock and Vlachos, EACL2021)
● A corpus of 7 425 disagreements on Wikipedia Talk pages

Hua et al., 2018
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Predicting escalation
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+ Escalation labels:
○ 201 Escalated
○ 7224 Not escalated*

*sub-sampled to correct for 
length imbalance



Feature-based models
● Toxicity: Wulczyn et al. (2017)
● Sentiment: Liu et al. (2005)
● Politeness: Zhang et al. (2018)
● Collaboration: Niculae and 

Danescu- Niculescu-Mizil (2016)

+ Gradients to consider how 
feature values change throughout 
conversation

Predicting escalation
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Neural networks
- GloVe embeddings: 

Pennington et al. (2014)
- LSTM-based: Hochreiter and 

Schmidhuber (1997)
- Hierarchical attention 

network: Yang et al. (2016)

➔ Representing structure helps
➔ Edit summaries help

Predicting escalation
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A cherry picked example from our model
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● Joint project with Open University, Sheffield and Toshiba
● Develop bots that help users engage with the “other side”

How do we encourage them? Opening Minds Up
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Thanks to my collaborators

● Cambridge: Rami Aly, Christine De Kock, Youmna Farag, Zhijiang Guo, 
Georgi Karadzhov, Amrith Krishna, Nedjma Ousidhoum, Michael 
Schlichtkrull, James Thorne (now: KAIST AI)

● Elsewhere: 
○ Christos Christodoulopoulos (Amazon)
○ Oana Cocarascu (Imperial College, King’s College)
○ Arpit Mittal (Amazon, Meta)
○ Sebastian Riedel (UCL, Meta)
○ Tom Stafford (Sheffield)
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Thanks to the funding agencies
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Questions?
andreas.vlachos@cst.cam.ac.uk


