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Data-driven Multilingual Coreference Resolution 
using Resolver Stacking
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Available at
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ApproachApproach

Feature SetFeature Set

• Mention detection
• Non-referential classifier
• Coreference classifier
• Heavy feature engineering
• Disallowing transitive nesting
• Cluster mention decorder
• Resolver stacking

Mention DetectionMention Detection

Arabic: NP + PRP + PRP$
Chinese: NP + PN + NR
English: NP + PRP + PRP$ + NEs - NonRef

Official ResultsOfficial Results

Decoders and StackingDecoders and Stacking

• BestFirst (BF),
• Pronouns Closest First 
(PCF),
• Cluster mention decoder 
(AMP):

Transitive NestingTransitive Nesting

Modified decoder to disallow transitive nesting,
e.g. Skip linking (a,d), if (c,d) was negative

2nd place in Shared Task!

Additional ExperimentsAdditional Experiments
• Training on train+dev only minor improvement (Chinese, English)
• Training on gold syntax and testing on predicted is harmful (Arabic, Chinese, English)
• When testing on gold syntax, the models trained on predicted syntax are much better (Chinese, Enligsh)
• Gold boundaries are worse than predicted boundaries, even with gold syntax in test data (English)
• Ask for handout with detailed tables!

• Stacking: AMP + (BF/PCF)
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