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Introduction

MOTIVATION
Modeling the meanings of noun compounds is challenging
because they vary in terms of their degree of compositionality.
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more compositional

When predicting the degree of compositionality of noun compounds,
static word embeddings still outperform transformer-based models
(Cordeiro et al., 2019; Garcia et al., 2021).

RESEARCH QUESTIONS
• Can BERT information be used more e�iciently?
• How does BERT represent compound semantics?
• What is the impact of compound properties?

Experimental setup

DATA AND MODEL
• 280 English compounds

with human compositionality ratings
(Cordeiro et al., 2019)

• Corpus data: ENCOW16
(Schäfer and Bildhauer, 2012; Schäfer, 2015)

• BERT-base-uncased, no fine-tuning
(Devlin et al., 2019)

MODELING APPROACH
For each compound:
• Take a sample of corpus occurrences
• Feed each occurrence into BERT

and retain all provided embeddings
• Use a subset of the embeddings

to estimate the degree of compositionality

EXPERIMENTAL PARAMETERS

Preprocessing
# sequences 10, 100, 1k
Seq. length any,≥ 20 tokens

Embedding computation
Tokens modifier, head, compound, context, CLS
Layers 0–12, all contiguous combinations
Aggregation token-level, type-level
Pooling avg, sum

Compositionality estimation
Direct pairwise cosine
Composite ADD, MULT, COMB

⇒ 41,496 parameter constellations

Results

Spearman’s rank correlation coe�icient was used to evaluate
the predicted vs. gold standard compositionality ratings.

PERFORMANCE RANGE
ours SOTA
best 0.706 word2vec 0.726 (Cordeiro et al., 2019)

worst -0.649 BERT 0.370 (Garcia et al., 2021)

EFFECTS OF MODELED TOKENS
Best performance across prediction targets

prediction modeled token
target modif head comp cont CLS
COMP 0.615 0.630 0.666 0.706 0.611
HEAD 0.464 0.645 0.598 0.645 0.558
MODIF 0.553 0.415 0.517 0.553 0.477

Prediction targets: COMP, HEAD, MODIF = degree of compositionality
for the whole compound, the head, or the modifier, respectively.

EFFECTS OF LAYER SPANS ABLATION STUDY
Mean performance on compound-level compositionality E�ects of alternative parameters compared to best

EFFECTS OF EMPIRICAL PROPERTIES
OF COMPOUNDS

• We analyzed the frequency, productivity,
and ambiguity of compound heads
(cf. Schulte im Walde et al., 2016;
Alipoor & Schulte im Walde, 2020)

• For each property, we created subsets
(56 compounds each) corresponding
to the low, mid, and high ranges

• Model performance was evaluated
for each subset independently

Conclusions

• We obtained robust compositionality information from pretrained
BERT, but only with a highly optimized experimental setup.

• Strong e�ects of retained representational information:
e.g. preference for lower layers, contextual information.

• Better for heads with lower frequency, productivity, ambiguity.
• BERT appears to encode at least some aspects

of compound semantics.
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