Identifying shifts in metaphorical use of compound nouns over time
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Nominal compounding is a productive process in many languages, providing a useful domain for computational semantic models to identify changes in literal or metaphorical use vis-à-vis the distributional similarity between compounds and their constituents. We hypothesize that compounds’ senses should be distinguishable by their varying relationships to their constituents’ distributions. The core of our approach is to run clustering algorithms on vector representations of compounds and their constituents (derived from BERT (Devlin et al., 2019)). The representations depend on the context that the item appears in, drawn from diachronic corpora in English and German (Davies, 2012; Berlin-Brandenburgische Aka. der Wissenschaften., 2022). Similarity between cluster distributions (for a given time period) can be correlated with present-day compositionality judgments (Cordeiro et al., 2019; Schulte im Walde et al., 2016), forming a basis to predict whether the compound was used more or less metaphorically over time. Alternatively, the divergence between cluster distributions of compounds and constituents can be used to predict clusters of sentences containing metaphorical uses of target compounds. We draw on recent work using contextual embeddings to cluster words according to their sense (e.g. Montariol et al. (2021)), and experiment with additional cluster features: a simpler vector representation (Basile et al., 2015), and frequency and productivity statistics (across different eras in the corpora). Combining representations is a means to facilitate separating groups of items during clustering (each connected to a sentence from the diachronic corpora). Overall, our focus on compounds provides a foundation to develop semantic models that can distinguish between literal and metaphorical language.
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