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Noun compound formation is a productive process in both German and English, 
facilitating the expression of new concepts by combining existing words in a 
compositional manner (cf. Schulte im Walde et al., 2016; Cordeiro et al., 2019). 
However, observing a shift in available senses from e.g. high to low 
compositionality (testing a hypothesis from Bybee, 2015, that this is a general 
tendency) poses a challenge for lexical semantic change detection. For example: 
brick wall can be used metaphorically to describe the concept of ‘obstacle’, as 
well as to describe a literal wall made of bricks. We propose to observe 
compound nouns in German and English diachronic corpora (Davies, 2012; 
BBAW, 2022) before and after discontinuities in frequency, counted by year. 
Specifically, we use unsupervised methods (Giulianelli et al., 2020; Cassotti et 
al., 2023) to identify changes in sense distributions in subcorpora before and after 
these inflection points. We compare representations derived both from a unified 
space (i.e. a language model exposed to the full extent of the data) and between 
separate models trained on progressively larger chronological slices of the 
corpora. We are primarily interested in identifying the emergence of new senses 
(likely more metaphorical senses) and contracting inventories of senses (i.e. the 
death of an earlier sense).  Uses of each target compound within each sub-corpus 
are compared against uses of the compound’s head constituent (e.g. wall for brick 
wall), as well as a set of noun compounds in the same constituent family meeting 
a minimum frequency threshold within the corpus (e.g. brick wall, stone wall, 
city wall, castle wall…) in order to ground any changes in the target compound 
against these other terms. In addition to developing a model to predict sense 
expansion / contraction, we identify common features of compounds undergoing 
changes (such as frequency relative to compounds sharing a constituent). In-
context compositionality ratings are collected to validate our model predictions.    
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