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Abstract. We generalize the classical Myhill-Nerode theorem for fi-
nite automata to the setting of sequential transducers over unique GCD-
monoids, which are cancellative monoids in which every two non-zero
elements admit a unique greatest common (left) divisor. We prove that
a given formal power series is sequential, if and only if it is directed
and our Myhill-Nerode equivalence relation has finite index. As in
the classical case, our Myhill-Nerode equivalence relation also admits
the construction of a minimal (with respect to the number of states)
sequential transducer recognizing the given formal power series.

Deterministic finite automata and sequential transducers are applied,
for example, in lexical analysis, digital image manipulation, and speech
processing [2]. In the latter application area also very large sequential
transducers, i.e., transducers having several million states, over various
monoids are encountered [2], so without minimization algorithms [4] the
applicability of sequential transducers would be severely hampered.

In [2, 3] efficient algorithms for the minimization of sequential trans-
ducers are presented in case the weight is taken out of the monoid (∆∗, ·, ε)
or out of the monoid (IR+,+, 0). A Myhill-Nerode theorem also allow-
ing minimization is well-known for sequential transducers over groups [1].

We use (A,�,1,0) to denote a monoid with the absorbing element 0.
A unique GCD-monoid is a cancellation monoid (A,�,1,0) in which
(i) a|1 implies a = 1, (ii) a greatest common divisor (gcd) exists for every
two non-zero elements, and (iii) a least common multiple (lcm) exists for
every two non-zero elements having a common multiple. Unique GCD-
monoids exist in abundance (e.g., (IN ∪ {∞},+, 0,∞) and (IN, ·, 1, 0) as
well as the monoids mentioned in the previous paragraph).

A sequential transducer (ST) is a tuple M = (Q, q0, F,Σ, δ,A, a0, µ)
where (i) Q is a finite set, (ii) q0 ∈ Q, (iii) F ⊆ Q, (iv) Σ is an alphabet,
(v) δ : Q×Σ −→ Q, (vi) A = (A,�,1,0) is a monoid, (vii) a0 ∈ A \ {0},
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and (viii) µ : Q×Σ −→ A. For every q ∈ Q the mappings δ̂q : Σ∗ −→ Q

and µ̂q : Σ∗ −→ A are recursively defined by (i) δ̂q(ε) = q and µ̂q(ε) = 1,
and for every w ∈ Σ∗ and σ ∈ Σ by (ii) δ̂q(w·σ) = δ(δ̂q(w), σ) and
µ̂q(w·σ) = µ̂q(w) � µ(δ̂q(w), σ). Finally, the power series SM ∈ A〈〈Σ∗〉〉
recognized by M is then defined to be (SM , w) = a0�µ̂q0(w), if δ̂q0(w) ∈ F ,
otherwise 0. We call a power series S ∈ A〈〈Σ∗〉〉 sequential (with respect
to A), if there exists a sequential transducer M such that S = SM .

In the following, let A = (A,�,1,0) be a unique GCD-monoid, M =
(Q, q0, F,Σ, δ,A, a0, µ) be a ST, and S ∈ A〈〈Σ∗〉〉. Moreover, we use
g(w) = gcdu∈Σ∗, w·u∈supp(S)(S,w·u) for every w ∈ Σ∗. If (S,w) = g(w)
for all w ∈ supp(S), then S is called directed.

Definition 1. The ST M is normalized, if there exists ⊥ ∈ Q\(F∪{q0})
such that δ(⊥, σ) = ⊥ for every σ ∈ Σ and µ(q, σ) = 0 ⇐⇒ δ(q, σ) = ⊥
for every q ∈ Q.

Definition 2. We define the Myhill-Nerode relation ≡S ⊆ Σ∗ × Σ∗
by w1 ≡S w2, iff there exist a1, a2 ∈ A \ {0} such that for every w ∈ Σ∗

w1·w ∈ supp(S) ⇐⇒ w2·w ∈ supp(S) and a−1
1 g(w1·w) = a−1

2 g(w2·w).

Proposition 3. If S is directed and ≡S has finite index, then there exists
a sequential transducer M with index(≡S) states such that SM = S.
Proof. In the proof we write [w] and [Σ∗] instead of [w]≡S and [Σ∗]≡S .
Let M = (Q, q0, F,Σ, δ,A, a0, µ) where for every w ∈ Σ∗ and σ ∈ Σ
(i) Q = [Σ∗], q0 = [ε], F = { [w] | w ∈ supp(S) },
(ii) δ([w], σ) = [w·σ], a0 = g(ε), and µ([w], σ) = g(w)−1 � g(w·σ).

Moreover, the constructed ST is minimal with respect to the number
of states amongst all normalized deterministic ST computing S.

Theorem 4. The following are equivalent.
(i) S is directed and ≡S has finite index.

(ii) S is sequential.
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