
1

Distributional Measures of Semantic Abstraction

Sabine Schulte im Walde 1,∗ and Diego Frassinelli 2

1Institute for Natural Language Processing, University of Stuttgart, Germany
2Department of Linguistics, University of Konstanz, Germany
Correspondence*:
Sabine Schulte im Walde
schulte@ims.uni-stuttgart.de

ABSTRACT2

This article provides an in-depth study of distributional measures for distinguishing between3
degrees of semantic abstraction. Abstraction is considered a ”central construct in cognitive4
science” (Barsalou, 2003) and a ”process of information reduction that allows for efficient storage5
and retrieval of central knowledge” (Burgoon et al., 2013). Relying on the distributional hypothesis6
(Harris, 1954; Firth, 1957), computational studies have successfully exploited measures of7
contextual co-occurrence and neighbourhood density to distinguish between conceptual semantic8
categorisations. So far, these studies have modeled semantic abstraction across lexical-semantic9
tasks such as ambiguity; diachronic meaning changes; abstractness vs. concreteness; and10
hypernymy (Sagi et al., 2009; Hoffman et al., 2013; Santus et al., 2014; Schlechtweg et al.,11
2017; Naumann et al., 2018; Frassinelli et al., 2017). Yet, the distributional approaches target12
different conceptual types of semantic relatedness, and as to our knowledge not much attention13
has been paid to apply, compare or analyse the computational abstraction measures across14
conceptual tasks. The current article suggests a novel perspective that exploits variants of15
distributional measures to investigate semantic abstraction in English in terms of the abstract–16
concrete dichotomy (e.g., glory–banana) and in terms of the generality–specificity distinction17
(e.g., animal–fish), in order to compare the strengths and weaknesses of the measures regarding18
categorisations of abstraction, and to determine and investigate conceptual differences.19

In a series of experiments we identify reliable distributional measures for both instantiations of20
lexical-semantic abstraction and reach a precision higher than 0.7, but the measures clearly differ21
for the abstract–concrete vs. abstract–specific distinctions and for nouns vs. verbs. Overall,22
we identify two groups of measures, (i) frequency and word entropy when distinguishing23
between more and less abstract words in terms of the generality–specificity distinction, and24
(ii) neighbourhood density variants (especially target–context diversity) when distinguishing25
between more and less abstract words in terms of the abstract–concrete dichotomy. We conclude26
that more general words are used more often and are less surprising than more specific words,27
and that abstract words establish themselves empirically in semantically more diverse contexts28
than concrete words. Finally, our experiments once more point out that distributional models of29
conceptual categorisations need to take word classes and ambiguity into account: results for30
nouns vs. verbs differ in many respects, and ambiguity hinders fine-tuning empirical observations.31
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1 INTRODUCTION

Over the years, interdisciplinary research on lexical semantics has seen multiple definitions of conceptual33
abstraction. For example, Barsalou (2003) considers abstraction as a “central construct in cognitive34
science” regarding categorical organisation in memory, and distinguishes between various types of35
abstraction. Burgoon et al. (2013) provide an extensive list and descriptions of past definitions of abstraction36
across research fields and research studies, and summarise the common core of abstraction types as37

“a process of information reduction that allows for efficient storage and retrieval of central knowledge38
(e.g., categorization)”. Among the various types of abstraction described by Barsalou (2003) and Burgoon39
et al. (2013), we find two types that have repeatedly been connected to each other across disciplines, i.e.,40
abstraction in terms of the abstract–concrete dichotomy (e.g., glory is more abstract than banana), and41
abstraction in terms of the generality–specificity distinction (e.g., animal is more abstract than fish). For42
example, one of the earliest datasets that collected abstractness ratings generated by humans was performed43
by Spreen and Schulz (1966), who in turn exploited two previously suggested tasks for abstractness44
ratings on a scale, to quantify abstractness (a) in contrast to concreteness in the sense of “not perceived45
through senses”, and (b) in contrast to specificity in the sense of “general, generic”. While the sense46
perception in task (a) was adopted as the standard task for collecting abstractness ratings in the following47
decades, these two categorisations demonstrate alternative instantiations of semantic abstraction, which48
were once more targeted in recent empirical studies. Theijssen et al. (2011) investigated annotations49
regarding (a) vs. (b) for noun senses in a corpus and for noun labels in dative alternations, and Bolognesi50
et al. (2020) correlated degrees of abstraction in collections of human-annotated concreteness vs. generality.51
Both studies were performed for English nouns and relied on existing norms of concreteness ratings52
(Coltheart, 1981; Brysbaert et al., 2014, respectively) and the hierarchical organisation of hypernymy in53
WordNet (Miller and Fellbaum, 1991; Fellbaum, 1998b).54

In a similar manner but with yet different distinctions, we also find various instantiations of abstraction55
across sub-fields of computational lexical-semantic research. Relying on the distributional hypothesis56
that words which are similar in meaning also occur in similar linguistic distributions (Harris, 1954;57
Firth, 1957), these studies successfully exploited distributional measures of contextual co-occurrence and58
neighbourhood density to distinguish between conceptual semantic categorisations. For example, Sagi59
et al. (2009) applied a measure of neighbourhood density to quantify diachronic lexical semantic change;60
Hoffman et al. (2013) proposed semantic diversity as a measure of lexical semantic ambiguity; Santus et al.61
(2014) utilised the information-theoretic measure entropy to distinguish hypernyms from their hyponyms;62
Frassinelli et al. (2017) and Naumann et al. (2018) applied variants of neighbourhood density and entropy63
to distinguish between abstract and concrete words. While these studies address different lexical-semantic64
tasks, all tasks have in common that they involve and model some notion of semantic abstraction, i.e.,65
diachronic innovative and reductive meaning change; lexical ambiguity; abstractness vs. concreteness in66
word meaning; and hypernymy. Yet, as to our knowledge, not much attention has been paid to the shared67
common meta-level task of quantifying abstraction across computational approaches, except for Rimell68
(2014) and Schlechtweg et al. (2017) using hypernymy measures for semantic entailment and diachronic69
change, respectively. Furthermore, a closer look into distributional neighbourhood variants reveals that the70
types of applied neighbourhoods are conceptually different, exploiting similarity between context words71
(Sagi et al., 2009; Hoffman et al., 2013; Naumann et al., 2018) vs. exploiting similarity between nearest72
neighbours (Frassinelli et al., 2017). In sum, most researchers involved in the respective sub-fields are73
not necessarily aware of each other, such that up to now we do not find a comprehensive application and74
comparison of distributional abstraction measures across semantic abstraction tasks.75
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The current article aims to fill this critical gap and provides a series of empirical studies that investigate76
conceptual categories of abstraction through variants of distributional measures. Focusing on the two types77
of abstraction originally suggested by Spreen and Schulz (1966), and brought back to attention by Theijssen78
et al. (2011) and Bolognesi et al. (2020), we distinguish abstraction in terms of the abstract–concrete79
dichotomy and in terms of the generality–specificity distinction. More specifically, we apply a selection of80
distributional measures to distinguish between English (i) abstract and concrete words and (ii) hypernyms81
and their hyponyms. As resources for our target words, we rely on the concreteness ratings in Brysbaert82
et al. (2014) and hypernymy relations in WordNet (Fellbaum, 1998b). Furthermore, we distinguish between83
noun and verb targets, given that lexical representations of word classes differ in their semantic abstraction84
regarding both concreteness and hypernymy (Miller and Fellbaum, 1991; Frassinelli and Schulte im Walde,85
2019; Schulte im Walde, 2020). The specific measures we apply are variants of neighbourhood densities86
(context-based and neighbour-based), the distributional inclusion measure WeedsPrec (Weeds et al., 2014)87
and the information-theoretic measure entropy (Santus et al., 2014; Shwartz et al., 2017). The underlying88
distributional vector spaces are induced from the ENCOW web corpus (Schäfer and Bildhauer, 2012).89

Overall, we thus suggest a novel perspective that brings together and effectively exploits empirical90
computational measures across two types of lexical-semantic abstraction. In this way, our studies enable91
us to compare the strengths and weaknesses of the distributional measures regarding categorisations of92
abstraction, and to determine and investigate conceptual differences as captured by the measures. In the93
remainder of this article, Section 2 introduces previous research perspectives and studies on the two types94
of semantic abstraction we focus on, both from a cognitive and from a computational perspective. Section 395
then describes the data and methods we use in our study, before Section 4 provides the actual experiments96
and results which are then discussed in Section 5.97

2 RELATED WORK

In the following, we introduce previous research perspectives and studies on the two types of semantic98
abstraction we focus on, i.e., abstraction in terms of the abstract–concrete dichotomy and in terms of99
the generality–specificity distinction. In this vein, Section 2.1 looks into abstraction from a cognitive100
perspective, while Section 2.2 provides an overview of computational models of abstraction. In Section 2.3101
we describe previous empirical investigations across the two types of abstraction. From a terminological102
perspective, we will use the word ”concepts” when referring to mental representations, and ”words” when103
referring to the corresponding linguistic surface forms humans are exposed to. Given the distributional104
nature of our studies, we will always refer to words as the targets of our analyses.105

2.1 Cognitive Perspectives on Abstraction106

Barsalou (2003) considers abstraction as a “central construct in cognitive science” regarding the107
organization of categories in the human memory. He attributes six different senses to abstraction:108
(i) abstracting a conceptual category from the settings it occurs in; (ii) generalising across category109
members; (iii) generalising through summary representations which are necessary for the behavioural110
generalisations in (ii); (iv) sparse schematic representations; (v) flexible interpretation; and (vi) abstractness111
in contrast to concreteness. Barsalou’s classification illustrates that the term ”semantic abstraction” as112
well as its featural and inferential implications for memory representations are vague in that different113
instantiations go along with different representations; he himself focuses on summary representations (iii).114
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Burgoon et al. (2013) provide an extensive list and description of past definitions of abstraction across115
research fields and research studies, and state that, at the meta level, the term abstraction is referred to116
as “a process of information reduction that allows for efficient storage and retrieval of central knowledge117
(e.g., categorization)”. For their own study, they define abstraction as “as a process of identifying a set118
of invariant central characteristics of a thing”, and in what follows they compare existing definitions of119
abstraction regarding their roots, developments, antecedents, consequences, and methods for studying.120

The distinction of the two abstraction types adopted in the current study comes from Spreen and Schulz121
(1966) indicating that the “definition of abstractness or concreteness in previous studies shows that at122
least two distinctly different interpretations can be made”, and pointing back to previous collections with123
judgements on generality by Gorman (1961) and judgements on concreteness as well as generality by124
Darley et al. (1959). Spreen and Schulz themselves collected ratings on both abstractness–concreteness and125
abstractness–specificity (among others) for 329 English nouns, and found a correlation of 0.626 between126
the ratings of the two abstraction variables. The two-fold distinction of abstraction outlined in the work by127
Spreen and Schulz (1966) is also included in the various instantiations of abstraction in Barsalou (2003)128
and Burgoon et al. (2013). In the following, we describe the lines of research involved in the representation129
and processing of abstract vs. concrete concepts and then those involved in general vs. specific concepts.130

2.1.1 Abstract vs. Concrete Concepts131

The most influential proposal about the processing, storing and comprehension of abstract concepts in132
contrast to concrete concepts can be traced back to Paivio (1971). He suggested the dual-route theory where133
a verbal system is primarily responsible for language aspects of linguistic units (such as words), while a134
non-verbal system, in particular imagery, is primarily responsible for sensory-motor aspects. Even though,135
in the meantime, a range of alternative as well as complementary theories have been suggested, Paivio’s136
theory offers an explanation why concrete concepts (which are supposedly accessed via both routes) are137
generally processed faster in lexical memory than abstract concepts (which are supposedly accessed only138
via the non-verbal system) across tasks and datasets, cf. Pecher et al. (2011) and Borghi et al. (2017) for139
comprehensive overviews.140

Further than the dual-route theory, cognitive scientists have investigated other dimensions of abstractness.141
Most notably, Schwanenflugel and Shoben (1983) suggested the context availability theory where they142
compared the processing of abstract and concrete words in context and demonstrated that in appropriate143
contexts neither reading times nor lexical decision times differ, thus emphasising the role of context in144
conditions of abstractness. In addition, a number of properties have been pointed out where abstract and145
concrete concepts differ. (i) There is a strong consensus and experimental confirmation that concrete146
concepts are more imaginable than the abstract ones, and that it takes longer to generate images for abstract147
than for concrete concepts (Paivio et al., 1968; Paivio, 1971; Paivio and Begg, 1971, i.a.). (ii) Abstract148
concepts are considered to be more emotionally valenced than concrete concepts (Kousta et al., 2011;149
Vigliocco et al., 2014; Pollock, 2018). (iii) Free associations to abstract concepts are assumed to differ from150
free associations to concrete concepts in terms of the number of types, but at the same time associations to151
concrete concepts have been found weaker and more symmetric than for abstract concepts (Crutch and152
Warrington, 2010; Hill et al., 2014). (iv) Based on a feature generation task, features of abstract concepts153
are less property- and more situation-related than features of concrete words (Wiemer-Hastings and Xu,154
2005). (v) Accordingly, an appropriate embedding into situations has been identified as crucial for abstract155
vs. concrete meaning representations (Barsalou and Wiemer-Hastings, 2005; Hare et al., 2009; Pecher156
et al., 2011; Frassinelli and Lenci, 2012; Recchia and Jones, 2012).157

This is a provisional file, not the final typeset article 4



Schulte im Walde & Frassinelli Distributional Measures of Semantic Abstraction

Hand in hand with defining and investigating hypotheses about dimensions of abstract and concrete158
concepts, a number of data collections have been created. To name just a prominent subset of the159
large number of existing resources, Spreen and Schulz (1966) collected ratings of concreteness and160
specificity (among others) for 329 English nouns (see above); Paivio et al. (1968) collected ratings for161
925 English nouns on concreteness, imagery and meaningfulness; Coltheart (1981) put together the162
MRC Psycholinguistic Database, mostly comprising pre-existing information for almost 100,000 English163
words including concreteness, imageability, familiarity as well as frequency, semantic, syntactic and164
phonological information; Warriner et al. (2013) extended the ANEW norms from Bradley and Lang165
(1999) with 1,034 English words to almost 14,000, capturing emotion-relevant norms of valence, arousal166
and dominance; a similar collection for 20,000 English words regarding the same variables but using167
best–worst scaling instead of ratings has been done by Mohammad (2018); Brysbaert et al. (2014) created168
the so far largest human-generated collection containing concreteness ratings for 40,000 English words.169
The work by Connell and Lynott differs slightly on the variable depth, by focusing on the individual170
perception modalities and interoception (Lynott and Connell, 2009, 2013; Lynott et al., 2020). While the171
vast amount of abstractness/concreteness datasets has been created for English, we also find collections for172
other languages, such as those for 2,654/1,000 nouns in German (Lahl et al., 2009; Kanske and Kotz, 2010,173
respectively); 16,109 Spanish words (Algarabel et al., 1988); 417 Italian words (Della Rosa et al., 2010);174
and 1,659 French words (Bonin et al., 2018). While traditional collections have been pen-and-paper-based,175
the collections from the last decade have moved towards crowd-sourcing platforms. As alternative to176
human-generated ratings, previous research suggested semi-automatic algorithms to create large-scale177
norms (Mandera et al., 2015; Recchia and Louwerse, 2015; Köper and Schulte im Walde, 2016; Köper and178
Schulte im Walde, 2017; Aedmaa et al., 2018; Rabinovich et al., 2018).179

2.1.2 General vs. Specific Concepts180

Differently to the above distinction of semantic abstraction in terms of degrees of concreteness as opposed181
to abstractness, where concepts may be judged more or less abstract in comparison to otherwise semantically182
unrelated concepts (e.g., banana–glory), semantic abstraction in terms of generality is typically established183
in contrast to a semantically related concept (e.g., animal–fish). The lexical-semantic relation of interest184
here is hypernymy, where the more general concept represents the hypernym of the more specific hyponym.185

An enormous body of work discusses hypernymy next to further semantic relations in the mental lexicon.186
For example, a seminal description of lexical relations can be found in Cruse (1986), who states that187
lexical relations “reflect the way infinitely and continuously varied experienced reality is apprehended and188
controlled through being categorised, subcategorised and graded along specific dimensions of variation”.189
Murphy (2003) focuses on the representation of semantic relations in the lexicon and discusses synonymy,190
antonymy, contrast, hyponymy and meronymy, across word classes. Most of her discussions concern191
linguistic vs. meta-linguistic representations of relations, reference of relations to words vs. concepts, and192
lexicon storage. The most extensive resource that systematically explores and compares types of lexical-193
semantic relations across word classes is established by the taxonomy of the Princeton WordNet, where194
hypernymy represents a key organisation principle of semantic memory (Fellbaum, 1990; Gross and Miller,195
1990; Miller et al., 1990). Miller and Fellbaum (1991) provide a meta-level summary of relational structures196
and decisions. As basis for the WordNet organisation, they state that “the mental lexicon is organised197
by semantic relations. Since a semantic relation is a relation between meanings, and since meanings198
can be represented by synsets, it is natural to think of semantic relations as pointers between synsets”.199
The semantic relations in WordNet include the paradigmatic relations synonymy, hypernymy/hyponymy,200

Frontiers 5



Schulte im Walde & Frassinelli Distributional Measures of Semantic Abstraction

antonymy, and meronymy. For nouns, WordNet implements a hierarchical organisation of synsets (i.e., sets201
of synonymous word meanings) relying on hypernymy relations. Verbs are considered the most complex202
and polysemous word class; they are organised on a verb-specific variant of hypernymy, i.e., troponymy: v1203
is to v2 in some manner, that operates on semantic fields instantiated through synsets. Troponymy itself is204
conditioned on entailment and temporal inclusion.205

2.2 Computational Models of Abstraction206

Across both types of semantic abstraction, computational models have been suggested to automatically207
characterise or distinguish between more and less abstract words. They have been intertwined with cognitive208
perspectives to various degrees.209

2.2.1 Abstract vs. Concrete Words210

A common idea in this research direction is the exploitation of corpus-based co-occurrence information211
to infer textual distributional characteristics of cognitive semantic variables, including abstractness as212
well as further variables such as emotion, imageability, familiarity, etc. These models are large-scale213
data approaches to explore the role of linguistic information and textual attributes when distinguishing214
between abstract and concrete words. A subset of these distributional approaches is strongly driven by215
a cognitive perspective, thus aiming to explain the organisation of human semantic memory and lexical216
processing effects by the contribution of linguistic attributes. Common techniques for organising the217
textual information are semantic vector spaces such as Latent Semantic Analysis (LSA) (Salton et al.,218
1975), the Hyperspace Analogue to Language (HAL) (Burgess, 1998), and more recent variants of219
standard Distributional Semantic Models (DSMs) (Baroni and Lenci, 2010; Turney and Pantel, 2010), in220
combination with measures of distributional similarity and clustering approaches (Glenberg and Robertson,221
2000; Vigliocco et al., 2009; Bestgen and Vincze, 2012; Troche et al., 2014; Mandera et al., 2015; Recchia222
and Louwerse, 2015; Lenci et al., 2018). Finally, our own studies provide preliminary insights into co-223
occurrence characteristics of abstract and concrete words with respect to linguistic parameters such as224
window size, parts-of-speech and subcategorisation conditions (Frassinelli et al., 2017; Naumann et al.,225
2018; Frassinelli and Schulte im Walde, 2019). Overall, these studies agree on tendencies such that concrete226
words tend to have less diverse but more compact and more strongly associated distributional neighbours227
than abstract words.228

2.2.2 General vs. Specific Words229

From a computational perspective, hypernymy –which we take as instantiation to represent degrees230
of generality vs. specificity– is central to solving a number of NLP tasks such as automatic taxonomy231
creation (Hearst, 1998; Cimiano et al., 2004; Snow et al., 2006; Navigli and Ponzetto, 2012) and textual232
entailment (Dagan et al., 2006; Clark et al., 2007). An enormous body of computational work has applied233
variants of lexico-syntactic patterns in order to distinguish hypernymy among word pairs from other lexical234
semantic relations (Hearst, 1992; Pantel and Pennacchiotti, 2006; Yap and Baldwin, 2009; Schulte im235
Walde and Köper, 2013; Roth and Schulte im Walde, 2014; Nguyen et al., 2017, i.a.). More closely236
related to the current study, Shwartz et al. (2017) provide an extensive overview and comparison of237
unsupervised distributional methods. They distinguish between families of distributional approaches, i.e.,238
distributional similarity measures (assuming asymmetric distributional similarities for hypernyms and239
their hyponyms regarding their contexts, e.g., Santus et al. (2016)), distributional inclusion measures240
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(comparing asymmetric directional overlap of context words, e.g., Weeds and Weir (2005); Kotlerman241
et al. (2010); Lenci and Benotto (2012)) and distributional informativeness measures (assuming different242
degrees of contextual informativeness, e.g., Rimell (2014); Santus et al. (2014)). Across modelling systems,243
most approaches model hypernymy between nouns; hypernymy between verbs has been addressed less244
extensively from an empirical perspective (Fellbaum, 1990; Fellbaum and Chaffin, 1990; Fellbaum, 1998a).245

2.3 Empirical Models Across Types of Abstraction246

In addition to interdisciplinary empirical research targeting concreteness or hypernymy that has been247
mentioned above, we find at least two empirical studies at the interface of cognitive and computational248
linguistics that brought together our two target types of abstraction beforehand, Theijssen et al. (2011)249
and Bolognesi et al. (2020). Similarly to the current work, Theijssen et al. used the observation in Spreen250
and Schulz (1966) defining abstraction in terms of concreteness and specificity as their starting point.251
They provide two empirical experimental setups to explore and distinguish between the abstraction types252
in actual system implementations, (1) based on existing annotations of noun senses in a corpus, and253
(2) based on human judgements on labelling nouns in English dative alternations. As resources they used254
the MRC database (Coltheart, 1981) and WordNet. Overall, they found cases where concreteness and255
specificity overlap and cases were the two types of abstraction diverge. Bolognesi et al. looked into the256
same two types of abstraction to correlate degrees of abstraction in the concreteness norms by Brysbaert257
et al. (2014) and in the WordNet hierarchy, and to investigate interactions between the four groups of258
more/less concrete × more/less specific English nouns from the two resources. Their studies illustrate that259
concreteness and specificity represent two distinct types of abstraction.260

Further computational approaches zoomed into statistical estimation of contextual diversity/neighbourhood261
density, in order to distinguish between degrees of semantic abstraction across types of abstraction. For262
example, McDonald and Shillcock (2001) applied the information-theoretic measure relative entropy263
to determine the degree of informativeness of words, where word-specific probability distributions over264
contexts were compared with distributions across corresponding sets of words. The contextual diversity265
measure by Adelman et al. (2006) is comparably more simple: they determined the number of documents266
in a corpus that contain a word. More recently, Danguecan and Buchanan (2016), Reilly and Desai (2017)267
and our own work in Naumann et al. (2018) explored variants of neighbourhood density measures for268
abstract and concrete words, i.e., the number of (different) context words and the distributional similarity269
between context words. Additional approaches to determine contextual diversity/neighbourhood density270
have arisen from other fields of research concerned with semantic abstraction, i.e., regarding ambiguity271
and diachronic meaning change (Sagi et al., 2009; Hoffman et al., 2013; Hoffman and Woollams, 2015).272
Overall, these studies demonstrated that contextual density/diversity differs for more vs. less abstract words273
and across types of abstraction, even though the applications of the measures were rather diverse.274

3 MATERIALS AND METHODS

3.1 Abstraction Data: Concreteness and Hypernymy275

In the following, we introduce the resources we used for creating variants of abstraction data for our276
distributional experiments in Section 4. As motivated above, we distinguish semantic abstraction in terms277
of the abstract–concrete and the generality–specificity distinctions.278
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3.1.1 Concreteness Targets279

Regarding abstraction in terms of the abstract–concrete dichotomy (henceforth referred to as concreteness280
condition), we rely on the concreteness ratings for approximately 40,000 English words and two-word281
expressions from Brysbaert et al. (2014). The ratings were collected via Amazon Mechanical Turk by282
asking at least 25 participants to judge the concreteness vs. abstractness of the targets on a 5-point rating283
scale from 1 (abstract) to 5 (concrete) regarding how strongly the participants thought the meanings of the284
targets can(not) be experienced directly through their five senses. The overall targets’ scores of abstractness285
vs. concreteness are represented by the mean values. For example, the concrete word banana received the286
highest possible average rating of 5.0 because it is strongly perceived by human senses, while the abstract287
word glory received a rather low average rating of 1.45.288

The ratings had been collected for the targets out-of-context and without any further word-class289
disambiguating information. In a post-processing step, Brysbaert et al. added part-of-speech (POS)290
and frequency information from the SUBTLEX-US corpus (Brysbaert et al., 2012). We repeated their291
post-processing step, however relying on the ENCOW corpus data we also use in our studies (see below for292
details), i.e., we automatically assigned each target its most frequently occurring POS tag in the ENCOW.293

If this POS did not represent an overall proportion of at least 95% of all POS tags of that target or294
if our most-frequent POS was not identical to the POS tag assigned by Brysbaert et al., we discarded295
the target in order to minimise POS ambiguity among targets. We also discarded target words with an296
ENCOW frequency below 10,000. Our final concreteness set of targets contains 5,448 nouns and 1,280297
verbs. Henceforth, we will refer to this selection of datapoints as the full concreteness collection. We also298
created target subsets of the 500 most concrete and the 500 most abstract nouns, and ditto for the 200299
most concrete/abstract verbs. We will refer to these subsets as the concreteness extremes subsets. Figure 1300
illustrates the distributions of concreteness scores across the full and extreme target sets; the underlying301
files are provided in the supplement.302
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Figure 1. Distributions of concreteness scores on a 5-point rating scale from 1 (abstract) to 5 (concrete)
for our full concreteness sets of 5,448/1,280 nouns/verbs and for the 500/200 most extreme abstract and
concrete nouns/verbs.
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3.1.2 Hypernymy Targets303

Regarding abstraction in terms of generality (henceforth referred to as hypernymy condition), we rely304
on WordNet, a standard lexical semantic taxonomy for English developed at Princeton University (Miller305
and Fellbaum, 1991; Fellbaum, 1998b) that was also used by previous work on the generality–specificity306
abstraction distinction (Theijssen et al., 2011; Bolognesi et al., 2020). The lexical database was inspired307
by psycholinguistic research on human lexical memory and organises English nouns, verbs, adjectives308
and adverbs into classes of synonyms (synsets), which are connected by lexical and conceptual semantic309
relations. Words with several senses are assigned to multiple synsets. As mentioned above, WordNet310
implements a hierarchical organisation of noun synsets relying on hypernymy relations, and verbs are311
organised by a verb-specific variant of hypernymy, i.e., troponymy: v1 is to v2 in some manner, which itself312
is conditioned on entailment and temporal inclusion.313

We extracted all noun and verb synset pairs from WordNet version 3.0 that are in a hyponym–hypernymy314
relation and paired all nouns/verbs from the respective subsets (such as trout–fish and swim–move, where315
the first word in the pairs is the semantically more specific hyponym and the second word in the pairs is the316
semantically more general hypernym), resulting in a total of 295,963/67,586 word pairs for nouns/verbs.317
We then discarded any pairs containing multiword targets (such as edible fruit) as well as targets starting318
with a capital letter (mostly proper names such as Xhosa) or starting with a number, leaving a total of319
≈110,000/47,500 noun/verb pairs containing ≈38,000/8,500 different nouns/verbs. Figure 2 shows the320
number of synsets per level in the noun hierarchy, with level 1 representing the top-most and therefore321
most general synset {entity}. For verbs this analysis is not straightforward, as many synsets do not have322
a hypernym, and the top levels are not consistently connected downwards (also see Richens (2008) on323
“anomalies in the WordNet verb hierarchy”); this is the reason why some hypernymy-level-related analyses324
in Section 4 will not be performed for verbs.325
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Figure 2. Number of synsets per hypernymy level in the WordNet noun hierarchy, with level 1 representing
the top-most and therefore most general synset {entity}.
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3.2 Vector Space Variants326

The basis for our experiments is represented by the POS-tagged version of the sentence-shuffled English327
COW corpus ENCOW16AX1, containing ≈10 billion words (Schäfer and Bildhauer, 2012; Schäfer, 2015).328
From the corpus, we extracted co-occurrences (i.e., context words) for all nouns and verbs in the corpus329
by applying a standard range of co-occurrence options: We relied on 2-word and 20-word symmetric330
windows (left+right) across the lemmatised version of the corpus and distinguished between (a) taking331
only co-occurring noun context words into account (henceforth: N space) and (b) taking all co-occurring332
nouns, verbs and adjectives into account (henceforth: N-V-A space), when creating our noun–context and333
verb–context matrices. The windows were applied within-sentence because the corpus is sentence-shuffled334
for copyright reasons, such that going beyond sentence border is not meaningful. Furthermore, to reduce335
noise in the co-occurrence data, we restricted the corpus lemmas to words starting with at least two letters;336
by using a co-occurrence frequency cut-off of 50; and by discarding the most frequent content words:337
people, time, year (nouns); be, do, have (verbs); and other, more, many, such, same, few, most (adjectives),338
given that high-frequency words are notorious hubs and popular nearest neighbours in the vector spaces339
(Radovanović et al., 2010; Dinu et al., 2015; Köper et al., 2016, i.a.). The raw co-occurrence frequency340
counts were weighted by the association measure local mutual information (lmi), cf. Evert (2005). LMI341
is an information-theoretic associationm easure that compares observed frequencies O with expected342
frequencies E, taking marginal frequencies into account: LMI = O × log O

E , with E representing the343
product of the marginal frequencies over the sample size.2344

Our co-occurrence matrices are general-purpose and not prone to our specific resource-induced targets,345
which is required by some abstraction measures (see following Section 3.3). Table 1 shows the sizes of346
our vector space matrix variants in numbers of targets and dimensions, i.e., context words. Table 2 shows347
co-occurrence frequencies and lmi scores for a sample noun, i.e., fish, and a selection of its context words348
within a window of ±20 words.349

target POS window size dimension POS # targets # dimensions

N
2 N 22,017 22,017

N-V-A 24,279 40,571
20 N 29,721 29,721

N-V-A 30,748 51,249

V
2 N 6,259 16,373

N-V-A 6,544 28,736
20 N 7,338 25,254

N-V-A 7,530 43,329

Table 1. Sizes of vector space variants in terms of numbers of target types and dimension types in the
co-occurrence (context) matrices.

3.3 Abstraction Measures350

The following subsections introduce our selection of distributional methods to measure abstraction both351
in terms of the abstractness–concreteness dichotomy and in terms of the generality–specificity distinction.352

1 https://corporafromtheweb.org/encow16/ provides details on corpus version and toolchains.
2 See http://www.collocations.de/AM/ for a detailed description of association measures.

This is a provisional file, not the final typeset article 10

http://www.collocations.de/AM/


Schulte im Walde & Frassinelli Distributional Measures of Semantic Abstraction

context word & POS frequency lmi
water NN 56,049 133,387.53
tank NN 39,118 150,223.00
catch V 37,003 117,624.73
eat V 31,558 87,119.87
small ADJ 30,864 45,470.63
big ADJ 24,835 37,067.61
chip NN 19,407 72,473.17
oil NN 18,404 41,075.69
salmon NN 8,983 38,461.76
tropical ADJ 6,629 23,600.64
serve V 6,571 4,433.21
eye NN 4,052 1,701.02

Table 2. Example context words for the target noun fish within a window of ±20 words, accompanied by
co-occurrence frequencies and local mutual information (lmi) scores.

3.3.1 Neighbourhood Densities353

Our main focus regarding vector space measures of abstraction lies on variants of neighbourhood densities.354
As described in Section 2, previous work has applied such measures to a number of tasks involving semantic355
abstraction (not necessarily using the identical term “neighbourhood density”), such as lexical semantic356
ambiguity (Hoffman et al., 2013), lexical semantic change (Sagi et al., 2009), hypernymy (Santus et al.,357
2014) and lexical concreteness (Frassinelli et al., 2017; Naumann et al., 2018). The underlying assumption358
of the empirical models across tasks is that the neighbourhood density of more abstract words is lower359
than the neighbourhood density of less abstract (i.e., more specific/concrete) words, because conceptual360
connections between abstract words and their semantically associated words are more diverse/variable361
and less meaning-specific than conceptual connections between more specific/concrete words and their362
semantically associated words.363

In this vein, neighbourhood density measures score the variability of contexts in which words occur in364
different ways. They either (i) measure neighbourhood density by relying on context words, assuming that365
more abstract words co-occur with a larger variety of context words, or they (ii) measure neighbourhood366
density by relying on neighbour words, assuming that more abstract words have a larger variety of367
distributionally similar words. As mentioned above, these types of neighbourhood densities are conceptually368
rather different, exploiting similarity between context words vs. exploiting similarity between nearest369
neighbours. In addition, neighbourhood density measures differ with respect to involving (or not involving)370
the respective target words in the calculation. Finally, all variants of measures need to define the number k371
of context/neighbour words that are taken into account, i.e., how many words are involved as ”strongest”372
context/neighbour words. The four variants are defined and computed as follows.373

CC The neighbourhood density of a target word t is defined as the average vector-space distance between374
the k strongest context words of t.375

TC The neighbourhood density of a target word t is defined as the average vector-space distance between376
t and its k strongest context words.377

NN The neighbourhood density of a target word t is defined as the average vector-space distance between378
the k nearest neighbours of t.379

TN The neighbourhood density of a target word t is defined as the average vector-space distance between380
t and its k nearest neighbours.381

Frontiers 11
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The strongest context words are determined on the basis of the local mutual information strength of382
co-occurrence (see previous Section 3.2). Vector-space distance between words in order to determine383
nearest neighbours is computed by calculating the cosine of the angle between the respective word vectors.384
See Table 7 in the Appendix 1 for examples of strongest context and neighbour words regarding a selection385
of target nouns and verbs.386

3.3.2 Contextual Entropy387

For measuring the contextual entropy of a target word we rely on standard word entropy, which has388
been suggested as an asymmetric method for hypernymy prediction by Shwartz et al. (2017), inspired by389
a previous second-order co-occurrence variant (Santus et al., 2014). The underlying assumption is that390
more abstract words are more uncertain (and therefore receive a higher entropy value) than less abstract391
(i.e., more specific/concrete) words. For each target word w in our vector spaces we calculated the word392
entropy H(w), taking all of w’s context words c from our vector spaces into account, see Equation (1). The393
computation requires per-target probabilities over context words, which we calculated based on the raw394
target–context co-occurrence frequencies.395

H(w) = −
∑
c

p(c|w) · log2(p(c|w)) (1)

3.3.3 Weeds Precision396

Weeds Precision (WeedsPrec) represents an asymmetric method suggested by Weeds et al. (2004) that397
quantifies the weighted inclusion of the features of word w1 in the features of word w2. In our case the398
features refer to the words’ context words c. The underlying assumption is that more context words c of the399
more specific hyponym are among its hypernym’s context words than there are context words of the more400
general hypernym among its hyponym’s context words. If WeedsPrec(w1, w2) > WeedsPrec(w2, w1),401
then w1 is predicted as the hyponym and w2 as the hypernym, and vice versa, see Equation (2). For example,402
one would expect more context words of the hyponym cat also as context words of its hypernym animal403
(such as eyes, fur, tail) than vice versa, because the hypernym also co-occurs with words relevant for other404
animals (such as flapper for fish) that are however not relevant for cats.405

The computation requires raw target–context co-occurrence frequencies |wic|. Next to the original406
weighted, token-based version of WeedsPrec in Equation (2) we also apply a non-weighted, type-based407
version (WeedsPrec′) where we compute whether a context word is included in a specific vector, rather408
than how often it is included, see Equation (3).409

WeedsPrec(w1, w2) = weeds–token =

∑
c∈(−→w1∩−→w2)

|w1c|∑
c∈−→w1

|w1c|
(2)

WeedsPrec′(w1, w2) = weeds–type =

∑
c∈(−→w1∩−→w2)

1∑
c∈−→w1

1
(3)

This is a provisional file, not the final typeset article 12
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4 DISTRIBUTIONAL ABSTRACTION EXPERIMENTS

In this section we report our empirical experiments on distributional models of abstraction. Subsection 4.1410
describes the setup of the experiments, and subsection 4.2 presents the results of distinguishing between411
degrees of abstraction in terms of concreteness and hypernymy.412

4.1 Abstraction Experiments: Setup413

Main experiments: The nature of our target datasets differs with respect to the underlying type of414
abstraction. For this reason, we defined a common strategy to make the results comparable across datasets:415
As a major point of comparison we rely on pairs of target words, which combine abstract with concrete416
words, and hypernyms with their hyponyms. For the hypernymy pairs, the two words are directly provided417
by the resource: we paired each word in a synset with each word in the superordinated synset(s), see418
Section 3.1; for the concrete–abstract pairs, we followed our previous work (Naumann et al., 2018;419
Frassinelli and Schulte im Walde, 2019) and took our collection of extremes with 500+500 nouns and420
200+200 verbs to create 250,000/40,000 concrete–abstract noun/verb word pairs. Note that Figure 1 already421
included the distributions of concreteness scores for these extreme target subsets.422

The task for our measures regarding target pairs was to identify the more abstract word in each pair.423
The results are computed by determining precision (which in this setup is identical to accuracy), i.e., the424
proportion of empirically identified abstract words that were indeed the more abstract words in the pairs.425
We focus on precision here because the differences of our vector spaces regarding the proportions of target426
words they cover (i.e., their recall) is only marginal. We nevertheless include the numbers of retrieved427
distinctions per measure and target space in the full results in Appendix 2.428

In addition to this first set of experiments where we compared all of our abstraction measures on noun429
and verb concreteness and hypernymy pairs across vector spaces, we then focused on specific aspects in430
the experimental paradigm, as follows.431

Strength of abstraction: We hypothesised that the measures are more or less successful with respect to432
how “different” the concrete and abstract words are in their degrees of concreteness (again, for noun and433
verb targets), and how “different” the hypernyms and hyponyms are in their degrees of specificity (for nouns434
only, cf. Section 3.1). Similarly to the previous experiments, this setup also relies on concrete–abstract and435
hyponym–hypernym pairs but the target sets were created in a different way.436

For concreteness, we took our full concreteness dataset (see Section 3.1) and divided the 5,448/1,280437
nouns/verbs (separately for each word class) into five equally-sized subsets, after having sorted them by438
their concreteness scores. Figure 3 shows the distributions of concreteness scores across the five 20%439
dataset proportions. Then we created pairs using the targets in subset 1 and the targets in subset 2 (i.e.,440
pairing the 20% most abstract words with each of the targets in the second 20% most abstract words), for441
each of the targets in subset 1 with each of the targets in subset 3, etc., resulting in a total of 1,187,010442
pairs per range combination for nouns, and 65,536 pairs per range combination for verbs. In this way, we443
compare distinctions for pairs that are more or less similar in their degrees of concreteness, rather than444
the most extreme subsets. Note, in this respect, that the sizes of the boxes in Figure 3 indicate that we are445
facing a large number of very concrete nouns, while for verbs the majority is located in the range [2; 3].446
For hypernymy, we took into account the hierarchical levels of nouns when creating pairs, by pairing447
the top-level noun in the hierarchy (entity) with all second-level nouns, then with all third-level nouns,448
etc., and by pairing all second-level nouns with all third-level nouns, then with all forth-level nouns, etc.449
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Figure 4 shows the numbers of pairs after combining words from synsets of specific hierarchical hypernymy450
levels. Note that we go down to level 11 in the WordNet hierarchy for this specific analysis. In the actual451
experiments we will however disregard the level combinations with <100 pairs (i.e., 1–2, 1–3, 2–3).452
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Figure 3. Concreteness ranges of noun and verb subsets (each containing 20% of respective total data).
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Figure 4. Numbers of word pairs in synset combinations across hierarchical levels.
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Correlations and interactions between measures: We zoomed into correlations and interactions of453
abstraction distinctions across measures, in order to see whether the actual decisions of the measures are454
more or less strongly correlated with corpus frequency and with each other, and how they interact and455
complement each other. For this set of experiments we only used the concreteness targets (both nouns456
and verbs), which provide scores on a scale, differently to the pair-wise organised hierarchical hypernymy457
targets (which we could organise into hypernymy-based chains of levels but this would add a level of458
interpretation to the actual human categorisations that we do not judge appropriate). In addition, we used459
the 329 noun targets from Spreen and Schulz (1966) which are rated on a scale for both concreteness and460
specificity. For this set of experiments we exploit Spearman’s rank-order correlation coefficient ρ (Siegel461
and Castellan, 1988) and regression models.462

We now describe how we apply the abstraction measures to the pair-wise distinction between degrees463
of abstraction in concrete–abstract pairs and hyponym–hypernym pairs. For measuring contextual word464
entropy and WeedsPrec, we follow a straightforward one-step procedure: Relying on one of our vector-465
space matrices, we compute the extent of feature inclusion (WeedsPrec) regarding both words’ dimensions,466
and we compute the word entropy for both words; the comparison of the respective two values then decides467
which word in a word pair is predicted as the more/less abstract one, see Section 3.3. For measuring468
neighbourhood density, two-step procedures are required: Regarding the CC and TC variants, we first need469
to identify the k strongest context words (i.e., co-occurrence dimensions) for each target word, and then470
compute the respective average cosine distances between the strongest context words (CC) or between the471
target and the strongest context words (TC). Regarding the NN and TN variants, we first need to identify the472
k nearest neighbour words for each target word, and then compute the respective average cosine distances473
between the strongest neighbour words (NN) or between the target and the strongest neighbour words (TN).474
For all four neighbourhood density variants we rely on one of our vector-space matrices in the first step475
(i.e., N vs. N-V-A dimensions), and in step two we again face the same choice between the vector-space476
matrix variants. See Appendix 1 for a selection of noun and verb targets and their strongest context and477
neighbour words.478

4.2 Abstraction Experiments: Results479

4.2.1 Main Experiments480

Figures 5–8 present the results when distinguishing between degrees of abstraction across measures in481
terms of precision, i.e., the proportion of abstract words suggested by the measures that were indeed the482
more abstract words in the pairs. As baseline we use frequency, assuming that a word in a word pair is483
more abstract if it is more frequent. The weighted vs. non-weighted variants of WeedsPrec are referred to484
as “weeds-token” vs. “weeds-type”, respectively. For neighbourhood density we report results for 5, 10,485
20 and 50 contexts/neighbours across our four variants CC, TC, NN and TN, and we distinguish between486
taking into account only nouns or only verbs (depending on the target POS)3 as contexts/neighbours vs.487
all nouns, verbs and adjectives (N-V-A). We only show results using the N-V-A vector spaces induced488
from a co-occurrence window of 20 words, and the density variants that take only single-POS words as489
contexts/neighbours into account, because these generally provided the best results; the full result tables490
are available in Appendix 2.491

3 When taking into account a single POS for context/neighbour words, as context words we use nouns for both noun and verb targets, and as nearest neighbours
we use same-POS neighbour words (i.e., noun nearest neighbours for noun targets and verb nearest neighbours for verb targets).
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For both noun and verb targets, distinguishing between degrees of concreteness in Figures 5 and 6492
is performed best when applying the neighbourhood density measure TC: the strength of distributional493
similarity between a target word and its strongest context words distinguishes between the most abstract494
and the most concrete words with a precision of up to 0.79 for nouns and 0.67 for verbs, respectively.495
This means that the distributionally most similar context words in relation to a target are most indicative496
of the target’s concreteness, and the higher this average vector-space similarity is, the more concrete497
are the target words. The next-best variants differ across the two POS types of our targets: for noun498
targets, the density measures are generally better than the baseline, weeds-token/-type and entropy, with499
density-NN representing the worst of the four density variants; for verb targets, the other density variants500
are at most en par with the baseline, weeds-token/-type and entropy, and overall the density variants are501
worse than for nouns, while the other measures perform better distinctions than for nouns. I.e., the baseline,502
weeds-token and entropy achieve 0.46/0.42/0.53 for nouns and 0.54/0.54/0.57 for verbs; for nouns the503
frequency baseline is even below the random baseline of 0.5. An additional insight from the figures is504
that in the vast majority of cases the strongest five or ten contexts/neighbours are the most indicative of505
their degrees of concreteness: in most cases the results worsen when more contexts/neighbours are taken506
into account. Including as contexts/neighbours only nouns/same-POS words (as in Figures 5 and 6, cf.507
footnote 3) vs. nouns, verbs and adjectives (see ”all” in the full result tables in the Appendix) does not508
seem to strongly influence the qualities of the distinctions.509

The prediction of hypernymy in Figures 7–8 provides a totally different pattern of results. For both noun510
and verb targets the best results are achieved by the frequency baseline (0.73/0.71), entropy (0.72/0.71),511
and the WeedsPrec variants: 0.72/0.73 for weeds-token and 0.73/0.71 for weeds-type, in comparison to the512
best density variants (for noun targets and density-NN-5: 0.52; for verb targets and density-NN-10: 0.56).513
Overall, most of the density-based results hardly beat the random baseline (0.5). Furthermore, the tendency514
that the density-based distinction results decrease when taking more context/neighbour words into account515
is visible only in some variants, and also not as clearly as in the results for distinguishing between degrees516
of concreteness.517
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Figure 5. Pair-wise precision results for concreteness of nouns relying on an N-V-A vector space. Densities
take only nouns as context/neighbour words into account.
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Figure 6. Pair-wise precision results for concreteness of verbs relying on an N-V-A vector space. Densities
take only nouns as context/neighbour words into account.
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Figure 7. Pair-wise precision results for hypernymy of nouns relying on an N-V-A vector space. Densities
take only nouns as context/neighbour words into account.
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Figure 8. Pair-wise precision results for hypernymy of verbs relying on an N-V-A vector space. Densities
take only nouns as context/neighbour words into account.
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4.2.2 Strength of Abstraction518

Following the main set of experiments we now zoom into the role of differences in results according to519
the strengths of concreteness and the levels of hypernymy. We hypothesise that the measures are more520
or less successful with respect to how “different” the concrete and abstract words are in their degrees of521
concreteness, and how “different” the hypernyms and hyponyms are in their degrees of specificity. We once522
more compare the baseline, weeds-token/-type, and entropy; for the neighbourhood variants we present the523
results relying on the 10 strongest context/neighbour words, because these proved rather successful and524
stable in the main experiments, and here we are not interested in the best results but rather in tendencies525
across subsets.526

Figure 9 shows the results4 across four sets of combinations of concreteness degrees for nouns. Note that527
we use the interval [0.4; 0.8] for precision values on the y-axis, for better visibility of trends and differences528
in results. The left-most set of results compares the distinctions between the most abstract and the second529
most abstract 20% of the targets, then the second and the third most abstract 20% of the targets, etc. So in530
this first set, the distances between concreteness degrees are identical (i.e., we use adjacent levels), but the531
concreteness ranges of the involved subsets differ. We can see that for the best three measures (densities TC,532
CC and TN) there is a slight upward trend which only drops for a mid-range comparison (subsets 3–4), even533
though we always look at adjacent levels. The four measures frequency, entropy and weeds-token/-type are534
better for mid-range nouns than for extremely abstract/concrete nouns but overall obtain lower precision535
values than the above three density variants. Density-NN shows the most idiosyncratic pattern of results,536
with mid-range precision values.537

When comparing the results for nouns with increasing differences in concreteness degrees (see second,538
third and forth sets of results, using reference labels 1, 2, and 3), we can clearly see that for the four539
density variants the task becomes easier (and, accordingly, the results of the best measures improve) with540
stronger differences in concreteness scores. The overall best result (0.77) is obtained when distinguishing541
between nouns in levels 1 vs. 5, which represents the strongest difference in concreteness scores and542
is therefore similar to the previous extreme-range distinctions in the main experiments. The measures543
frequency, entropy and weeds-token/-type also show a slight increase in precision values but then drop for544
every comparison involving the most extreme concrete nouns (i.e., set 5).545

Regarding abstraction measures, our insights from the main experiments are confirmed: for distinguishing546
between degrees of noun concreteness, the neighbourhood density measure TC is the best and most547
consistent in all cases, density-TN and density-CC are the next-best measures, and density-NN as well as548
frequency, entropy and weeds-token/-type represent the least successful measures.549

Figure 10 shows the results across four sets of combinations of concreteness degrees for verbs. Note550
that we now use the interval [0.4; 0.65] for precision values on the y-axis, for better visibility of trends and551
differences in results. The left-most set of results across concreteness ranges for adjacent subsets shows a552
less clear pattern than for nouns. Across measures, the best results are achieved for the most abstract and553
for the most concrete subset combinations (1–2 and 4–5) and drop for the middle range combinations (2–3554
and 3–4).555

When comparing the results for verbs with increasing differences in concreteness degrees (see second,556
third and forth sets of results, again using reference lables 1, 2, and 3), we can see that the task is once more557
the easiest for the strongest differences in concreteness scores. But as for the adjacent-level comparisons558

4 Note that even though the precision scores are discrete, we use lines to illustrate the results, for better visibility and comparison.
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for verb subsets, decisions involving the middle ranges are worse. Overall, the results are clearly below559
those for nouns, with a best result of 0.62 obtained by density-TC when distinguishing between verbs in560
levels 1 vs. 5.561

Regarding abstraction measures, our insights from the main experiments are confirmed to some extent:562
for distinguishing between degrees of verb concreteness, the neighbourhood measure density-TC is the563
best in most cases, and frequency, entropy and weeds-token/-type are extremely similar to each other and564
represent the next-best set of measures, however clearly below density-TC precision results and not much565
above the other density variants. Density-CC seems to be least influenced by the degree of concreteness,566
showing similar results across comparisons.567

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

1-2 2-3 3-4 4-5 1-2 1-3 1-4 1-5 2-3 2-4 2-5 3-4 3-5

pr
ec
isi
on

frequency

weeds-token

weeds-type

entropy

densi ty-CC-10 (nouns)

densi ty-TC-10 (nouns)

densi ty-NN-10 (nouns)

densi ty-TN-10 (nouns)

Figure 9. Results across combinations of concreteness ranges for nouns.
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Figure 10. Results across combinations of concreteness ranges for verbs.
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Figure 11 shows the results across four sets of combinations of hypernymy levels for nouns. Note that568
in this case we use the full interval [0; 1] for precision values on the y-axis. The left-most set of results569
compares the distinctions between pairs of related nouns from adjacent levels of hypernymy. Please570
remember that we omit the combinations 1-2, 1-3 and 2-3 because these sets of pairs contain only 2, 16, and571
22 pairs, respectively. Differently to the noun concreteness distinctions, there seems to be a slight downward572
trend in precision. At the same time, there is more up and down across the level combinations, so the trends573
are also less clear overall. What is clearly visible, on the contrary, is that frequency, entropy and weeds-574
token/type are by far the best measures in this left-most set of distinctions for directly hypernymy-related575
nouns across levels in the hierarchy (down to level 11).576
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Figure 11. Results across combinations of hypernymy levels for nouns.

Similarly, when comparing the results for related nouns with increasing differences in hypernymy levels577
(see second, third and forth sets of results, again using reference levels 1, 2, and 3), we can clearly see578
that also here the task becomes easier (and, accordingly, the results improve) with stronger differences in579
hypernymy levels. While this is clearly true for frequency, entropy and weeds-token/type, the patterns differ580
more strongly for the density variants which mostly show less variability in results. Similarly to the main581
results for hypernymy prediction, we once more observe that frequency, entropy and weeds-token/-type582
generally represent the best measures, while the density variants are worse.583

4.2.3 Correlations and Interactions between Measures584

Overall, when looking at the distributions of frequency, entropy, weeds-token/-type and the neighbourhood585
densities across types of abstraction and POS we see how subgroups of the measures are often extremely586
similar to each other (and possibly interchangeable) in terms of predictive power. We now zoom into587
correlations and interactions of abstractness distinctions across abstraction measures, in order to see whether588
the actual scores provided by the measures are more or less strongly correlated with corpus frequency589
and with each other, and how they interact and complement each other. For this set of experiments we590
thus compare scores for words rather than binary decisions for word pairs, and as mentioned above we591
use our concreteness targets (both nouns and verbs), which provide scores on a scale, and we use the 329592
noun targets from Spreen and Schulz (1966) because those were rated on a scale for both concreteness593
and specificity. We disregard the weeds-token/-type precision measures, as they would require setting594
additional parameters in order to generate one score out of the two scores per pair.595
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Correlations: Figure 12 shows the correlations between noun concreteness scores, corpus frequency,596
entropy and our four neighbourhood density variants (once more relying on k=10). As before, the measures597
use N-V-A spaces with a window of 20 words. First of all, we can see that the concreteness scores using598
entropy are strongly correlated with corpus frequency (ρ=0.964), while the density measures show no or599
very low correlations with corpus frequency and entropy, so the density measures produce rather different600
scores for abstraction in comparison to frequency and entropy. Among themselves, the density measures601
show stronger agreement on their scores: regarding context densities, CC-10 and TC-10 correlate strongly602
(ρ=0.814); regarding nearest neighbour densities, NN-10 and TN-10, we find ρ=0.719. In contrast, we603
see low correlations for NN-10 with CC-10/TC-10 (ρ <0.3), while for TN-10 we find medium-level604
correlations of ρ ≈0.5 with the two context variants.605

Figure 13 shows the correlations between verb concreteness scores, corpus frequency, entropy and our606
four neighbourhood density variants (k=10). As for the nouns, we find extremely high correlations between607
corpus frequency and entropy; no correlations between these two measures and concreteness scores; strong608
correlations for CC-10/TC-10 and NN-10/TN-10; moderate correlations between TN-10 and the context609
variants; and low correlations between NN-10 and the context variants. Differently to the noun distinctions,610
we do not find any correlation between any of the abstraction measures and concreteness.611

Figures 14 and 15 look into correlations between abstraction ratings and abstraction measures for a subset612
of 226 noun targets from Spreen and Schulz (1966). These 226 targets represent the intersection of the613
nouns in Spreen and Schulz (1966) and our full concreteness subset Brysbaert et al. (2014). First of all,614
Figure 14 shows the correlations between the concreteness and specificity ratings for these 226 noun targets615
in the two norms. The two sets of concreteness ratings, which represent the main point of comparison,616
strongly correlate (ρ=0.939). Between the two sets of concreteness ratings and the specificity ratings we617
find a lower but still meaningful correlation of ρ≈0.7 for both resources. (Note that Spreen and Schulz618
report a correlation of 0.626 between the concreteness and specificity ratings for their full set of 329 nouns.)619

As in Figure 12, Figure 15 shows the correlations between noun concreteness scores, corpus frequency,620
entropy and our four neighbourhood density variants (once more relying on k=10) for the set of 226 nouns,621
once more using N-V-A spaces with a window of 20 words. The overall picture is very much the same as622
for our full set of 5,448 target nouns in Figure 12, for the concreteness ratings in Brysbaert et al. (2014) and623
the concreteness and specificity ratings in Spreen and Schulz (1966), with one exception: frequency and624
entropy show a moderate negative correlation with all abstraction rating sets: -0.47< ρ <-0.41 for both sets625
of concreteness ratings, and -0.65< ρ <-0.51 for specificity ratings. The outcome of this last analysis is in626
line with what we would have expected (but did not happen) to see in all three figures: generally, abstract627
nouns are more frequent/entropic than concrete nouns, as we will also see below in the regression analysis,628
so we expected a negative correlation between both frequency and entropy and the concreteness ratings.629

Overall, the correlations for nouns and verbs (and for our targets and the subset of the targets from Spreen630
and Schulz) show similar patterns regarding strong frequency–entropy correlations and tendencies in the631
intra- and extra-density correlations. We however did not observe any meaningful correlation between the632
abstraction measures and the concreteness scores of our verb targets, while we found correlations of ρ≈0.3633
between the abstraction measures and our noun ratings. This fits to our insights from the main experiments,634
where the pair-wise distinctions for concreteness of verbs were worse than for nouns, and often similar to a635
random baseline; nevertheless we reached precision scores of up to 0.79/0.67 for nouns/verbs, respectively.636
For the much smaller set of 226 nouns from Spreen and Schulz (1966) the picture is similar to that for637
our noun targets, but in addition frequency and entropy show a moderate negative correlation with both638
concreteness and specificity ratings.639
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nouns, N-V-A

frequency entropy density-CC-10 density-TC-10 density-NN-10 density-TN-10
concreteness 0.000 -0.076 0.263 0.335 0.126 0.248
frequency 0.964 0.089 0.136 0.033 0.189
entropy -0.003 0.065 -0.019 0.095
density-CC-10 0.814 0.234 0.490
density-TC-10 0.255 0.552
density-NN-10 0.719

verbs, N-V-A

frequency entropy density-CC-10 density-TC-10 density-NN-10 density-TN-10
concreteness -0.009 -0.032 -0.004 0.031 0.021 -0.046 
frequency 0.970 0.002 0.141 -0.016 -0.048 
entropy 0.085 0.180 -0.029 0.067
density-CC-10 0.694 0.217 0.350
density-TC-10 0.198 0.314
density-NN-10 0.749

SS nouns, N-V-A

frequency entropy density-CC-10 density-TC-10 density-NN-10 density-TN-10
concreteness (B et al.) -0.414 -0.454 0.255 0.336 0.027 0.224
concreteness (S&S) -0.416 -0.468 0.257 0.349 0.023 0.231
specificity (S&S) -0.506 -0.647 0.353 0.375 0.005 0.205

frequency 0.873 0.029 0.009 0.289 0.318
entropy -0.239 -0.220 0.150 0.070
density-CC-10 0.819 0.203 0.475
density-TC-10 0.248 0.511
density-NN-10 0.764

Figure 12. Spearman’s ρ correlations between noun concreteness measures (N-V-A space).
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frequency 0.964 0.089 0.136 0.033 0.189
entropy -0.003 0.065 -0.019 0.095
density-CC-10 0.814 0.234 0.490
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Figure 13. Spearman’s ρ correlations between verb concreteness measures (N-V-A space).

concreteness specificity
concreteness (B et al.) 0.939 0.687
concreteness (S&S) 0.704

S&S

Figure 14. Spearman’s ρ correlations between the Spreen and Schulz and the Brysbaert et al. ratings for
the subset of 226 nouns in the intersection.
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Figure 15. Spearman’s ρ correlations between ratings and measures for the subset of 226 nouns in the
intersection of Spreen and Schulz and Brysbaert et al.
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Interactions: The correlation analysis reported in Figure 12 shows a strong positive relationship for640
nouns in the N-V-A space between frequency and entropy as well as between the density variants TC,641
CC, TN and NN. For this reason, we must consider collinearity issues between the various predictors642
(features) when modeling concreteness using linear regression models. In the following analyses, we will643
model concreteness (as a continuous value ranging from 1 to 5) given different feature combinations. After644
centering around the mean all the predictors, to test which triplet of variables best captures variability645
in concreteness scores, we run eight independent models and select the one with the highest adjusted646
R-squared value, as a measure of explained variance in the data. For an overview of the performance of647
the eight models, see Table 3. The model including entropy, density-TC, and density-TN (highlighted648
by bold font) is the one explaining the highest amount of variance in the concreteness scores (adjusted649
R-squared: 13.4%) and does not show any collinearity problem (VIF < 1.64). For this reason, we will650
focus the following analysis on this model. The results discussed below are also fully in line with the results651
in the other seven models from Table 3. As shown in Table 4, all three predictors (entropy, density-TC,652
density-TN) are highly significant (p-value < 0.0001, after alpha correction because of multi-comparisons)653
when modeling the concreteness of a noun. Words that are more concrete show: significantly lower entropy654
scores, higher density-TC and higher density-TN; moreover, the interaction between the two density655
measures indicates a positive overall effect. In the same table, we also report the ”relative importance”656
of each predictor (normalised to 100%) using the method developed by Lindeman et al. (1980). This657
measure indicates the contribution of each predictor to the total amount of variance explained by the model.658
Density-TC by itself explains 68.7% of the variance captured by the model, density-TN 20.7% and entropy659
only 7.3%. The contribution of the various features is very stable across models and in line with what has660
been discussed in the previous sections. When looking at all eight models, density measures involving661
contextual information like density-TC and density-CC always contribute the most, as opposed to nearest662
neighbour measures like density-NN and density-TN.663

In Table 5, we see similar patterns to those emerged for nouns also for verbs. Once again, the model664
including entropy, density-TC and density-TN is the one obtaining the highest R-squared value. However,665
compared to nouns, the explained variance is extremely low (only 2%). When zooming in on the effect of666
the single predictors on concreteness, Table 6 indicates some differences. The model shows only a strong667
significant positive effect of density-TC (p< 0.0001; after alpha correction) indicating that the contextual668
density of concrete words is higher than the abstract one. For verbs, entropy (p = 0.008), density-TN (p =669
0.031) and the interaction between the two density measures (p = 0.910) do not reach significance. Once670
more, density-TC is the feature with the strongest effect on concreteness scores, both for nouns and verbs.671

Formula Adj. R-squared
freq (ENCOW) + (density-TC × density-TN) 12.5%
freq (ENCOW) + (density-TC × density-NN) 11.9%
freq (ENCOW) + (density-CC × density-TN) 9.3%
freq (ENCOW) + (density-CC × density-NN) 8.1%
entropy + (density-TC × density-TN) 13.4%
entropy + (density-TC × density-NN) 12.8%
entropy + (density-CC × density-TN) 9.9%
entropy + (density-CC × density-NN) 8.5%

Table 3. Comparison of model variants processing noun targets in the N-V-A space, and their explained
variance (represented in terms of adjusted R-squared). The dependent variable is concreteness (1–5).
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Estimate Std. Error t-value p-value RI
(Intercept) 3.44 0.01 234.91 *** -
entropy -0.11 0.01 -8.53 *** 7.3%
density-TC 2.80 0.17 16.76 *** 68.8%
density-TN 0.83 0.12 7.07 *** 20.7%
density-TC × density-TN 4.45 0.86 5.20 *** 2.3%

Significant codes: 0 ’***’ 0.0001 ’**’ 0.001 ’*’ 0.006 ’ ’ 1

Table 4. Linear regression output for the best predictor combination for nouns in the N-V-A condition:
entropy + (density-TC × density-TN). RI indicates the relative importance (normalised to 100%). The
significance codes are all adjusted because of the 8 multi-comparisons.

Formula Adj. R-squared
freq (ENCOW) + (density-TC × density-TN) 1.5%
freq (ENCOW) + (density-TC × density-NN) 1.2%
freq (ENCOW) + (density-CC × density-TN) -0.2%
freq (ENCOW) + (density-CC × density-NN) -0.2%
entropy + (density-TC × density-TN) 2.0%
entropy + (density-TC × density-NN) 1.6%
entropy + (density-CC × density-TN) 0.0%
entropy + (density-CC × density-NN) 0.0%

Table 5. Comparison of model variants processing verb targets in the N-V-A space, and their explained
variance (represented in terms of adjusted R-squared). The dependent variable is concreteness (1-5).

Estimate Std. Error t-value p-value RI
(Intercept) 2.58 0.02 140.42 *** -
entropy -0.04 0.02 -2.67 18.5%
density-TC 1.21 0.25 4.84 *** 72.4%
density-TN -0.33 0.15 -2.16 9.0%
density-TC × density-TN -0.16 1.40 -0.11 0.0%

Significant codes: 0 ’***’ 0.0001 ’**’ 0.001 ’*’ 0.006 ’ ’ 1

Table 6. Linear regression output for the best predictor combination for verbs in the N-V-A condition:
entropy + (density-TC × density-TN). RI indicates the relative importance (normalised to 100%). The
significance codes are all adjusted because of the 8 multi-comparisons.
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5 DISCUSSION

The previous section provided a series of vector-space experiments to investigate two conceptual672
categorisations of lexical-semantic abstraction (abstractness–concreteness and generality–specificity)673
through variants of distributional computational measures. The current section summarises, interprets674
and discusses the insights from the empirical experiments with respect to differences in the conceptual675
organisation of English nouns and verbs, and the roles of corpus frequency, distributional co-occurrence,676
distributional similarity and distributional neighbourhoods for mental distinctions between degrees of677
semantic abstraction.678

Our experiments brought together a variety of distributional vector-space measures that had previously679
been applied to different tasks of lexical-semantic abstraction. We focused on the two types of semantic680
abstraction originally suggested by Spreen and Schulz (1966) and brought back to attention by Theijssen681
et al. (2011) and Bolognesi et al. (2020). They distinguished abstraction in terms of the abstract–concrete682
dichotomy (e.g., glory is more abstract than banana), and abstraction in terms of the generality–specificity683
distinction (e.g., animal is more abstract than fish). Assuming that a large-scale web corpus provides an684
adequate basis for general-language distributional information, we empirically explored corpus frequency685
and corpus co-occurrence as proxies to lexical-semantic meaning and lexical meaning relatedness. We686
thereby relied on the distributional hypothesis (Harris, 1954; Firth, 1957) indicating that words which are687
similar in meaning also occur in similar linguistic distributions.688

In this vein, we induced variants of neighbourhood densities (context-based and neighbour-based),689
token- and type variants of the distributional, vector-based inclusion measure WeedsPrec, as well as word690
frequency and word entropy, in order to empirically capture noun and verb target words differing in their691
degrees of semantic abstraction. We applied these distributional measures to distinguish between degrees692
of abstraction regarding the abstract–concrete dichotomy as well as regarding the generality–specificity693
distinction. Overall, we identified reliable vector-space measures for both instantiations of lexical-semantic694
abstraction (reaching a precision higher than 0.7), but the measures clearly differed for concreteness vs.695
hypernymy and for nouns vs. verbs. In order to distinguish between more and less abstract words in696
terms of hypernymy, we found that word frequency computed on corpus data, word entropy, and the697
distributional inclusion measure (originally suggested for hypernymy) were the most salient predictors,698
while neighbourhood density measures could hardly beat the random baseline. In order to distinguish699
between more and less abstract words in terms of concreteness, the neighbourhood density measures were700
generally more successful than frequency, word entropy and distributional inclusion, especially when701
integrating only the strongest contexts/neighbours. Among the density measures the variant that considers702
the distributional similarity between a target word and its strongest context words (density-TC) seems703
the most appropriate and is also the one with the highest impact in the regression studies. This overall704
picture was similar for concreteness ratings for nouns and verbs, but (i) the precision scores for verbs were705
generally lower than for nouns and could hardly beat the random baseline, and (ii) frequency, entropy and706
weeds-token were not much different from (or even better than) the density variants CC, NN and TN.707

As a side line of research we explored differences in distinctions between degrees of abstraction regarding708
variants of vector spaces in the experimental paradigm. While our main set of experiments did not go into709
depth regarding this variable, our full results in the Appendix demonstrate surprisingly clear differences710
regarding window size and parts-of-speech of vector dimensions: Results exploiting vector spaces induced711
from a co-occurrence window of ±20 words (in comparison to only ±2 words) and density variants712
taking only single-POS words as contexts/neighbours into account generally provided the best results.713
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Whether it was more profitable to rely on noun-only vs. N-V-A (nouns, verbs, adjectives) dimensions in714
the co-occurrence vectors depended on the target POS and type of abstraction: For noun concreteness715
the N-V-A spaces seemed more indicative, while for verb concreteness and noun and verb specificity the716
noun-only spaces were more salient.717

When zooming into the role of measure-based distinctions according to the strengths of concreteness and718
the levels of hypernymy, i.e., hypothesising that the measures are more or less successful with respect to719
how “different” the concrete and abstract words are in their degrees of concreteness, and how “different”720
the hypernyms and hyponyms are in their degrees of specificity, our insights from the main experiments721
were largely confirmed and partially even strengthened: The stronger the differences in concreteness, the722
better the quality of distinctions in terms of precision. While this is true for both noun and verb targets, the723
picture was again clearer for nouns than for verbs; in the latter case, distinctions for target verbs involving724
the mid-range scale of concreteness were worse than those involving any of the extreme ranges. Taking725
into account that the concreteness ranges for verbs in the mid-range subsets are rather small ([2.0; 2.3] for726
subset 2; [2.3; 2.6] for subset 3; and [2.6; 3.1] for subset 4), this tendency is reasonable because concreteness727
scores from different subsets were still rather similar to each other. Also, mid-range concreteness scores728
are generally more difficult in their generation by humans and consequently noisier in their distributional729
representation (Pollock, 2018). Finally, verbs are generally more ambiguous than nouns, especially when730
their semantic properties have been evaluated out of context, and furthermore perception-based concreteness731
ratings might not be as appropriate for verbs as they are for nouns. Regarding abstraction measures, our732
zooming-in experiments confirmed that the target–context measure density-TC is the best one for predicting733
abstraction in terms of concreteness, while frequency, entropy and weeds-token/-type are the best ones for734
predicting abstraction in terms of hypernymy.735

A final study looked into correlations between concreteness and specificity ratings, the abstraction736
measure, and their interactions. These correlations confirmed that corpus frequency and word entropy737
measure abstraction in a similar way, and ditto for the context-based density measures CC and TC and738
the neighbour-based density measures NN and TN (while density-NN seems to differ most from the other739
density variants). Moreover, based on a series of regression studies, we confirmed that density-TC is the740
strongest option to quantify concreteness both for nouns and for verbs.741

Bringing together our results across experiments, we can identify two groups of measures, (i) frequency742
and word entropy, whose distinctions are correlated and which are stronger than neighbourhood density743
measures when distinguishing between more and less abstract words in terms of the generality–specificity744
distinction, and (ii) the neighbourhood density variants, which are stronger than group (i) when745
distinguishing between more and less abstract words in terms of the abstractness–concreteness dichotomy.746
The distributional inclusion variants of WeedsPrec cluster together with frequency and entropy, and are747
clearly more useful for hypernymy than for concreteness. Regarding group (i), the relationship between748
frequency, word entropy and the lexical-semantic relation hypernymy has been demonstrated before749
(Shwartz et al., 2017; Bott et al., 2021), and our experiments confirmed this strong interaction across a750
variety of experimental conditions regarding strength of hypernymy. Regarding group (ii), we effectively751
and successfully exploited the usefulness of neighbourhood density measures that had previously been752
suggested and applied to different instantiations of lexical-semantic abstraction. At the same time we753
demonstrated that there are indeed conceptual differences between the measures that result in different754
distinction qualities for our two target types of abstraction.755

Now let us look at these empirical results and insights from a conceptual perspective. First of all, we756
can induce from our results that lexical-semantic abstraction in terms of generality in the human lexicon757
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is mirrored by how often we use words, which itself is highly correlated with the words’ entropy values.758
While this is neither surprising nor novel, one might not have expected such a clear picture over diverse759
settings regarding degrees of generality. I.e., more general words are used more often and are therefore760
also less surprising. The density measures do not seem appropriate to model the generality–specificity761
distinction, thus indicating that they do not capture degrees of semantic relatedness (which is taken into762
account by the vector similarity variants of WeedsPrec, for example). Secondly, we can induce from our763
results that contextual diversity/neighbourhood density is a strong indicator of lexical-semantic abstraction764
in terms of concreteness. Given that density-TC seems to represent the overall most salient measure, we765
may induce that abstract words establish themselves empirically in semantically more diverse contexts than766
concrete words, thus abstract concepts are lexically connected to more different concepts, while concrete767
concepts are lexically connected to less diverse but on the other hand semantically more strongly associated768
concepts, and these semantically most indicative associated words are predominantly represented by nouns.769
In this vein, lexical entries of abstract and concrete words may be refined with respect to their tendencies to770
co-occur with more or less highly distributionally similar, and consequently –according to the distributional771
hypothesis– also more or less semantically related words (nouns). The differences in the success of the772
abstraction measures regarding our two target types of semantic abstraction seems directly related to a core773
distinction: while words differing in their degree of concreteness are not necessarily semantically related774
(e.g., glory–banana), words differing in their degree of specificity (e.g., animal–fish) are, at least with775
regard to hypernymy in WordNet. Overall, our insights should generally be useful for computational models776
exploiting degrees of semantic abstraction, such as standard classification approaches and topic models,777
and similarly for more complex computational systems where the degree of contextual abstraction plays a778
role, such as figurative language detection, text simplification, summarisation, and machine translation.779

Our experiments also point out once more that distributional measures, distributional similarity and780
distributional semantic relatedness differ across word classes. On the one hand, concreteness and hypernymy781
represent two lexical-semantic types of abstraction, and therefore their organisation is also defined in782
different ways in the respective resources. I.e., concreteness scores had been collected on a word-type783
basis, where participants were not provided a part-of-speech categorisation and part-of-speech tags were784
assigned post-hoc. Even though we applied a rather restrictive procedure to POS label identification and785
discarded ambiguous words, this basis is sub-optimal for any word-class-dependent analyses: we calculated786
Spearman’s ρ correlation for the POS assignment based on SUBTLEX (Brysbaert et al., 2012) and our787
ENCOW-based procedure, obtaining ρ=0.624 for our noun targets and ρ=0.750 for our verb targets, which788
we consider as rather low and pointing to an undesired disagreement in POS assignment. On the other hand,789
all our studies have been on a type-basis: vector spaces and concreteness ratings are type-based, and while790
WordNet does distinguish between word senses, we only indirectly used this option, because we utilised all791
senses in word pairs, but we did not distinguish between senses. This is more crucial for verbs than for792
nouns, which are notoriously more ambiguous. Overall, future work should therefore target contextualised,793
token-based distributional representations and sense-based abstraction ratings.794

6 CONCLUSION

In this article, we provided a series of empirical studies that investigated conceptual categories of semantic795
abstraction through distributional variants of abstraction measures. We distinguished abstraction in terms of796
the abstract–concrete dichotomy and in terms of the generality–specificity distinction, and brought together797
a variety of distributional measures that had previously been applied to different tasks of lexical-semantic798
abstraction. We thus suggested a novel perspective that exploited empirical measures across two types of799
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semantic abstraction, in order to compare the strengths and weaknesses of the measures for categorisations800
of abstraction, and to determine and investigate conceptual differences as captured by the measures.801

In a series of experiments we identified reliable vector-space measures for both instantiations of lexical-802
semantic abstraction (reaching a precision of >0.7), and we demonstrated that the measures clearly803
differed for concreteness vs. hypernymy and for nouns vs. verbs. We could identify two groups of804
measures, (i) frequency, word entropy and weeds-token/-type when distinguishing between more and805
less abstract words in terms of the generality–specificity distinction, and (ii) the neighbourhood density806
variants (especially target–context diversity, with nouns providing the most salient context words) when807
distinguishing between more and less abstract words in terms of the abstractness–concreteness dichotomy.808
We concluded that more general words are used more often and are therefore also less surprising than809
more specific words, and that abstract words establish themselves empirically in semantically more diverse810
contexts than concrete words, i.e., abstract concepts are lexically connected to more different concepts,811
while concrete concepts are lexically connected to less diverse but at the same time semantically more812
strongly associated concepts.813

Finally, we demonstrated the need to take word classes and ambiguity into account. On the one hand,814
results for nouns vs. verbs clearly differ, and both ratings and vector spaces should take semantic differences815
between word classes into account; on the other hand, ambiguity (which is more severe for verbs than for816
nouns) prevents from fine-tuning empirical observations and conclusions.817
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Köper, M. and Schulte im Walde, S. (2016). Automatically Generated Affective Norms of Abstractness,925
Arousal, Imageability and Valence for 350 000 German Lemmas. In Proceedings of the 10th International926
Conference on Language Resources and Evaluation, pages 2595–2598, Portoroz, Slovenia.927
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1 EXAMPLES: CONTEXT AND NEIGHBOUR WORDS

Table 7 shows the five strongest context and neighbour words for a small subset of noun and verb targets,1072
in order to get an impression of conceptual differences between context and neighbour words. Note that1073
strongest noun context words as used in the density-CC and density-TC variants have been selected based1074
on target–context plmi scores, and that strongest nearest neighbours as used in the density-NN and density-1075
TN variants have been selected based on target–neighbour cosine scores, here showing the respective noun1076
neighbours for noun targets and verb neighbours for verb targets.1077

targets mean strongest contexts strongest neighbours
ratings word plmi cosine word cosine

N concrete

wine 4.79

bottle 174,811 0.75 vino 0.83
glass 158,713 0.63 demijohn 0.81
beer 92,498 0.58 rosé 0.81
grape 69,048 0.65 sommelier 0.79
food 55,781 0.18 tasting 0.79

trout 4.72

fishing 45,436 0.55 grayling 0.81
salmon 31,941 0.70 steelhead 0.77
rainbow 28,065 0.62 salmon 0.70
fish 19,793 0.38 whitefish 0.68
lake 14,159 0.41 kokanee 0.65

N abstract

wisdom 1.53

knowledge 33,767 0.29 fount 0.51
word 21,322 0.20 foolishness 0.47
man 14,678 0.11 prajna 0.46
love 12,914 0.20 sagacity 0.43
power 10,539 0.12 folly 0.41

sensibility 1.52

sense 6,559 0.12 aesthetic 0.43
film 2,520 0.19 humor 0,42
pop 2,347 0.19 expansiveness 0.38
sensuality 2,277 0.32 rootlessness 0.38
art 1,589 0.21 purposefulness 0.38

V concrete

sit 4.80

room 152,949 0.46 seat 0.68
table 144,106 0.57 plop 0.61
chair 134,806 0.63 scoot 0.61
front 75,121 0.42 slouch 0.51
seat 71,815 0.30 plonk 0.50

breathe 4.07

air 64,932 0.51 humidify 0.59
sigh 38,937 0.42 dehumidify 0.58
life 27,472 0.25 condition 0.56
relief 24,369 0.29 rarefy 0.55
breath 23,892 0.41 gasp 0.54

V abstract

expect 1.89

result 29,932 0.22 anticipate 0.60
price 29,408 0.35 forecast 0.43
week 28,254 0.26 come 0.38
level 28,192 0.28 rise 0.37
month 27,556 0.33 disappoint 0.36

overrate 1.86

player 1,529 0.33 underrate 0.73
film 616 0.14 cogitate 0.70
opinion 521 0.12 crystalize 0.70
game 448 0.18 mistake 0.61
bit 394 0.19 delude 0.59

Table 7. Strongest context and neighbour words for a selection of target nouns and verbs.
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2 FULL TABLES OF RESULTS

Tables 8–11 provide the full results for pair-wise distinctions between degrees of abstraction in1078
terms of concreteness and hypernymy, both for nouns and for verbs. We applied symmetric co-1079
occurrence windows of ±2 and ±20 words; vector spaces including only co-occurring nouns (space: N)1080
vs. nouns/verbs/adjectives (space: N-V-A); and density variants taking only nouns or verbs or1081
nouns/verbs/adjectives (all) as context/neighbour words into account. The results show precision scores in1082
combination with the number of pairs for which the distinctions were made. The best result per package is1083
highlighted.1084

window 2 window 20
space: N space: N-V-A space: N space: N-V-A

baseline: frequency 0.4574 (250,000)
weeds-token 0.3797 (166,457) 0.4263 (245,173) 0.3642 (250,000) 0.4157 (250.000)
weeds-type 0.4243 (166,457) 0.4330 (245,173) 0.4673 (250,000) 0.4758 (250,000)
entropy 0.4451 (249,000) 0.4355 (250,000) 0.5255 (250,000) 0.5230 (250,000)
density-CC-5 (nouns) 0.6833 (247,000) 0.6663 (247,000) 0.6965 (250,000) 0.7087 (250,000)
density-CC-5 (all) 0.6513 (250,000) 0.6567 (250,000) 0.6798 (250,000) 0.7044 (250,000)
density-CC-10 (nouns) 0.6863 (247,000) 0.6707 (247,000) 0.7142 (250,000) 0.7272 (250,000)
density-CC-10 (all) 0.6524 (250,000) 0.6554 (250,000) 0.6900 (250,000) 0.7150 (250,000)
density-CC-20 (nouns) 0.6878 (247,000) 0.6505 (247,000) 0.7088 (250,000) 0.7244 (250,000)
density-CC-20 (all) 0.6257 (250,000) 0.6417 (250,000) 0.6648 (250,000) 0.6979 (250,000)
density-CC-50 (nouns) 0.6479 (247,000) 0.5673 (247,000) 0.6395 (250,000) 0.6547 (250,000)
density-CC-50 (all) 0.5647 (250,000) 0.5823 (250,000) 0.5784 (250,000) 0.6233 (250,000)
density-TC-5 (nouns) 0.5713 (248,000) 0.5882 (249,000) 0.7068 (250,000) 0.7799 (250,000)
density-TC-5 (all) 0.6037 (248,500) 0.6475 (250,000) 0.7357 (250,000) 0.7740 (250,000)
density-TC-10 (nouns) 0.5834 (248,000) 0.6066 (249,000) 0.7235 (250,000) 0.7930 (250,000)
density-TC-10 (all) 0.6171 (249,000) 0.6572 (250,000) 0.7391 (250,000) 0.7777 (250,000)
density-TC-20 (nouns) 0.5904 (248,000) 0.6108 (249,000) 0.7200 (250,000) 0.7870 (250,000)
density-TC-20 (all) 0.6144 (249,000) 0.6647 (250,000) 0.7147 (250,000) 0.7690 (250,000)
density-TC-50 (nouns) 0.5874 (248,000) 0.6002 (249,000) 0.6962 (250,000) 0.7613 (250,000)
density-TC-50 (all) 0.6019 (249,000) 0.6520 (250,000) 0.6698 (250,000) 0.7318 (250,000)
density-NN-5 (nouns) 0.5160 (249,000) 0.4931 (249,000) 0.6541 (250,000) 0.6296 (250,000)
density-NN-5 (all) 0.5028 (250,000) 0.5002 (250,000) 0.6311 (250,000) 0.6249 (250,000)
density-NN-10 (nouns) 0.5053 (249,000) 0.4804 (249,000) 0.6608 (250,000) 0.6380 (250,000)
density-NN-10 (all) 0.4944 (250,000) 0.4888 (250,000) 0.6229 (250,000) 0.6185 (250,000)
density-NN-20 (nouns) 0.4779 (249,000) 0.4501 (249,000) 0.6453 (250,000) 0.6397 (250,000)
density-NN-20 (all) 0.4795 (250,000) 0.4684 (250,000) 0.6185 (250,000) 0.6181 (250,000)
density-NN-50 (nouns) 0.4683 (249,000) 0.4247 (249,000) 0.6188 (250,000) 0.6276 (250,000)
density-NN-50 (all) 0.4480 (250,000) 0.4409 (250,000) 0.5815 (250,000) 0.6015 (250,000)
density-TN-5 (nouns) 0.4995 (249,000) 0.4898 (249,000) 0.7325 (250,000) 0.7350 (250,000)
density-TN-5 (all) 0.4921 (250,000) 0.4930 (250,000) 0.7031 (250,000) 0.7224 (250,000)
density-TN-10 (nouns) 0.5005 (249,000) 0.4818 (249,000) 0.7228 (250,000) 0.7246 (250,000)
density-TN-10 (all) 0.4916 (250,000) 0.4885 (250,000) 0.6892 (250,000) 0.7090 (250,000)
density-TN-20 (nouns) 0.4910 (249,000) 0.4655 (249,000) 0.7065 (250,000) 0.7102 (250,000)
density-TN-20 (all) 0.4824 (250,000) 0.4764 (250,000) 0.6685 (250,000) 0.6913 (250,000)
density-TN-50 (nouns) 0.4749 (249,000) 0.4418 (249,000) 0.6665 (250,000) 0.6780 (250,000)
density-TN-50 (all) 0.4641 (250,000) 0.4539 (250,000) 0.6266 (250,000) 0.6595 (250,000)

Table 8. Full results for pair-wise distinctions between degrees of concreteness: nouns.
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window 2 window 20
space: N space: N-V-A space: N space: N-V-A

baseline: frequency 0.5421 (40,000)
weeds-token OLD 0.5176 (36,966) 0.5543 (38,956) 0.6108 (40,000) 0.6083 (40,000)
weeds-type OLD 0.4771 (36,966) 0.4797 (38,956) 0.5463 (40,000) 0.5723 (40,000)
weeds-token 0.5072 (36,966) 0.5084 (38,956) 0.5163 (40,000) 0.5373 (40,000)
weeds-type 0.5241 (36,966) 0.5270 (38,956) 0.5477 (40,000) 0.5501 (40,000)
entropy 0.5371 (40,000) 0.5280 (40,000) 0.5654 (40,000) 0.5646 (40,000)
density-CC-5 (nouns) 0.4731 (39,800) 0.4212 (39,800) 0.5322 (40,000) 0.5295 (40,000)
density-CC-5 (all) 0.4646 (40,000) 0.4316 (40,000) 0.5058 (40,000) 0.5202 (40,000)
density-CC-10 (nouns) 0.4506 (39,800) 0.3460 (39,800) 0.5115 (40,000) 0.4980 (40,000)
density-CC-10 (all) 0.4148 (40,000) 0.3546 (40,000) 0.4680 (40,000) 0.4883 (40,000)
density-CC-20 (nouns) 0.4059 (39,800) 0.2989 (39,800) 0.4806 (40,000) 0.4556 (40,000)
density-CC-20 (all) 0.3983 (40,000) 0.3212 (40,000) 0.4398 (40,000) 0.4556 (40,000)
density-CC-50 (nouns) 0.3891 (39,800) 0.2427 (39,800) 0.4324 (40,000) 0.3927 (40,000)
density-CC-50 (all) 0.3646 (40,000) 0.2840 (40,000) 0.3698 (40,000) 0.3899 (40,000)
density-TC-5 (nouns) 0.5142 (39,800) 0.5538 (40,000) 0.5697 (40,000) 0.6650 (40,000)
density-TC-5 (all) 0.5139 (40,000) 0.5591 (40,000) 0.6151 (40,000) 0.6475 (40,000)
density-TC-10 (nouns) 0.5142 (39,800) 0.5500 (40,000) 0.5454 (40,000) 0.6381 (40,000)
density-TC-10 (all) 0.5211 (40,000) 0.5613 (40,000) 0.5659 (40,000) 0.6257 (40,000)
density-TC-20 (nouns) 0.5389 (39,800) 0.5664 (40,000) 0.5141 (40,000) 0.6028 (40,000)
density-TC-20 (all) 0.5188 (40,000) 0.5658 (40,000) 0.5289 (40,000) 0.5938 (40,000)
density-TC-50 (nouns) 0.5492 (39,800) 0.5637 (40,000) 0.4870 (40,000) 0.5604 (40,000)
density-TC-50 (all) 0.4932 (40,000) 0.5378 (40,000) 0.4625 (40,000) 0.5292 (40,000)
density-NN-5 (verbs) 0.5925 (40,000) 0.5698 (40,000) 0.5789 (40,000) 0.5454 (40,000)
density-NN-5 (all) 0.5624 (40,000) 0.5756 (40,000) 0.6319 (40,000) 0.6035 (40,000)
density-NN-10 (verbs) 0.6020 (40,000) 0.5436 (40,000) 0.5695 (40,000) 0.5284 (40,000)
density-NN-10 (all) 0.5962 (40,000) 0.6049 (40,000) 0.6319 (40,000) 0.6186 (40,000)
density-NN-20 (verbs) 0.5861 (40,000) 0.5509 (40,000) 0.5353 (40,000) 0.5023 (40,000)
density-NN-20 (all) 0.6048 (40,000) 0.6043 (40,000) 0.6223 (40,000) 0.6075 (40,000)
density-NN-50 (verbs) 0.5832 (40,000) 0.5355 (40,000) 0.4829 (40,000) 0.4409 (40,000)
density-NN-50 (all) 0.6054 (40,000) 0.5813 (40,000) 0.6211 (40,000) 0.5976 (40,000)
density-TN-5 (verbs) 0.5081 (40,000) 0.4818 (40,000) 0.5275 (40,000) 0.5120 (40,000)
density-TN-5 (all) 0.4891 (40,000) 0.4656 (40,000) 0.5586 (40,000) 0.5499 (40,000)
density-TN-10 (verbs) 0.5241 (40,000) 0.4919 (40,000) 0.5206 (40,000) 0.5098 (40,000)
density-TN-10 (all) 0.5128 (40,000) 0.4932 (40,000) 0.5640 (40,000) 0.5605 (40,000)
density-TN-20 (verbs) 0.5260 (40,000) 0.4903 (40,000) 0.5057 (40,000) 0.4972 (40,000)
density-TN-20 (all) 0.5305 (40,000) 0.5167 (40,000) 0.5644 (40,000) 0.5638 (40,000)
density-TN-50 (verbs) 0.5087 (40,000) 0.4762 (40,000) 0.4608 (40,000) 0.4569 (40,000)
density-TN-50 (all) 0.5436 (40,000) 0.5288 (40,000) 0.5548 (40,000) 0.5529 (40,000)

Table 9. Full results for pair-wise distinctions between degrees of concreteness: verbs.
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window 2 window 20
space: N space: N-V-A space: N space: N-V-A

baseline: frequency 0.7276 (86,636)
weeds-token OLD 0.5110 (38,890) 0.5424 (46,677) 0.5387 (58,382) 0.5382 (60,985)
weeds-type OLD 0.4246 (38,890) 0.4054 (46,677) 0.3845 (58,382) 0.3916 (60,985)
weeds-token 0.7064 (38,890) 0.7141 (46,677) 0.7220 (58,382) 0.7221 (60,985)
weeds-type 0.7167 (38,890) 0.7227 (46,677) 0.7279 (58,382) 0.7250 (60,985)
entropy 0.7068 (49,139) 0.7152 (53,735) 0.7241 (61,152) 0.7244 (62,882)
density-CC-5 (nouns) 0.4138 (42,371) 0.4342 (42,371) 0.4934 (57,062) 0.4895 (57,062)
density-CC-5 (all) 0.3904 (48,114) 0.4016 (48,114) 0.4572 (59,475) 0.4665 (59,475)
density-CC-10 (nouns) 0.4114 (42,371) 0.4293 (42,371) 0.4903 (57,062) 0.4862 (57,062)
density-CC-10 (all) 0.3637 (48,114) 0.3755 (48,114) 0.4487 (59,475) 0.4613 (59,475)
density-CC-20 (nouns) 0.4172 (42,371) 0.4313 (42,371) 0.4823 (57,062) 0.4797 (57,062)
density-CC-20 (all) 0.3612 (48,114) 0.3713 (48,114) 0.4451 (59,475) 0.4556 (59,475)
density-CC-50 (nouns) 0.4381 (42,371) 0.4556 (42,371) 0.4850 (57,062) 0.4844 (57,062)
density-CC-50 (all) 0.3695 (48,114) 0.3806 (48,114) 0.4396 (59,475) 0.4539 (59,475)
density-TC-5 (nouns) 0.4664 (46,866) 0.4569 (47,724) 0.5089 (61,006) 0.5020 (61,016)
density-TC-5 (all) 0.4691 (47,669) 0.4609 (50526) 0.4671 (61,067) 0.4676 (62,775)
density-TC-10 (nouns) 0.4638 (46,866) 0.4498 (47,724) 0.4977 (61,006) 0.4903 (61,016)
density-TC-10 (all) 0.4588 (47,734) 0.4496 (50,526) 0.4449 (61,067) 0.4497 (62,775)
density-TC-20 (nouns) 0.4640 (46,866) 0.4473 (47,724) 0.4954 (61,006) 0.4836 (61,016)
density-TC-20 (all) 0.4534 (47,744) 0.4431 (50,526) 0.4346 (61,067) 0.4408 (62,775)
density-TC-50 (nouns) 0.4649 (46,866) 0.4447 (47,724) 0.4981 (61,006) 0.4846 (61,016)
density-TC-50 (all) 0.4439 (47,744) 0.4317 (50,526) 0.4245 (61,067) 0.4336 (62,775)
density-NN-5 (nouns) 0.4756 (48,770) 0.4934 (53,452) 0.5117 (61,037) 0.5172 (62,797)
density-NN-5 (all) 0.4640 (48,868) 0.4890 (53,517) 0.4857 (61,090) 0.4990 (62,813)
density-NN-10 (nouns) 0.4778 (48,770) 0.4785 (53,456) 0.5187 (61,037) 0.5149 (62,797)
density-NN-10 (all) 0.4753 (48,868) 0.4872 (53,517) 0.4933 (61,090) 0.5017 (62,813)
density-NN-20 (nouns) 0.4679 (48,770) 0.4717 (53,456) 0.5256 (61,037) 0.5141 (62,797)
density-NN-20 (all) 0.4691 (48,868) 0.4801 (53,517) 0.4965 (61,090) 0.4983 (62,813)
density-NN-50 (nouns) 0.4556 (48,770) 0.4576 (53,456) 0.5294 (61,037) 0.5129 (62,797)
density-NN-50 (all) 0.4569 (48,868) 0.4714 (53,517) 0.5021 (61,090) 0.4987 (62,813)
density-TN-5 (nouns) 0.5197 (48,894) 0.5211 (53,564) 0.4676 (61,055) 0.4789 (62,821)
density-TN-5 (all) 0.5283 (48,977) 0.5329 (53,597) 0.4476 (61,108) 0.4663 (62,821)
density-TN-10 (nouns) 0.5019 (48,894) 0.5015 (53,564) 0.4611 (61,055) 0.4708 (62,821)
density-TN-10 (all) 0.5083 (48,977) 0.5156 (53,597) 0.4397 (61,108) 0.4558 (62,821)
density-TN-20 (nouns) 0.4864 (48,894) 0.4810 (53,564) 0.4569 (61,055) 0.4587 (62,821)
density-TN-20 (all) 0.4913 (48,977) 0.4971 (53,597) 0.4340 (61,108) 0.4464 (62,821)
density-TN-50 (nouns) 0.4627 (48,894) 0.4521 (53,564) 0.4494 (61,055) 0.4414 (62,821)
density-TN-50 (all) 0.4677 (48,977) 0.4739 (53,597) 0.4255 (61,108) 0.4318 (62,821)

Table 10. Full results for pair-wise distinctions between degrees of specificity: nouns.
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window 2 window 20
space: N space: N-V-A space: N space: N-V-A

baseline: frequency 0.7110 (39,572)
weeds-token OLD 0.5158 (27,094) 0.5310 (28,500) 0.5191 (32,686) 0.5273 (33,438)
weeds-type OLD 0.4212 (27,094) 0.4259 (28,500) 0.4038 (32,686) 0.4146 (33,438)
weeds-token 0.7054 (27,094) 0.7083 (28,500) 0.7104 (32,686) 0.7088 (33,438)
weeds-type 0.7111 (27,094) 0.7107 (28,500) 0.7112 (32,686) 0.7095 (33,438)
entropy 0.7039 (30,622) 0.7049 (31,529) 0.7072 (33,704) 0.7068 (34255)
density-CC-5 (nouns) 0.4888 (28,306) 0.4273 (28,372) 0.5149 (32,445) 0.4780 (32,445)
density-CC-5 (all) 0.4972 (29,517) 0.4167 (29,572) 0.5001 (33,241) 0.4750 (33,241)
density-CC-10 (nouns) 0.4813 (28,306) 0.4045 (28,372) 0.5143 (32,445) 0.4751 (32,445)
density-CC-10 (all) 0.4869 (29,517) 0.4005 (29,572) 0.4971 (33,241) 0.4643 (33,241)
density-CC-20 (nouns) 0.4803 (28,306) 0.4067 (28,372) 0.5164 (32,445) 0.4742 (32,445)
density-CC-20 (all) 0.4776 (29,517) 0.4020 (29,572) 0.5027 (33,241) 0.4735 (33,241)
density-CC-50 (nouns) 0.4938 (28,306) 0.4387 (28,372) 0.5213 (32,445) 0.4883 (32,445)
density-CC-50 (all) 0.5017 (29,517) 0.4253 (29,572) 0.5158 (33,241) 0.4907 (33,241)
density-TC-5 (nouns) 0.4500 (30,092) 0.4479 (30,292) 0.4941 (33,704) 0.4869 (33,704)
density-TC-5 (all) 0.4555 (30,292) 0.4582 (30,652) 0.4831 (33,704) 0.4808 (34,251)
density-TC-10 (nouns) 0.4498 (30,092) 0.4467 (30,292) 0.4807 (33,704) 0.4678 (33,704)
density-TC-10 (all) 0.4491 (30,292) 0.4518 (30,652) 0.4615 (33,704) 0.4593 (34,251)
density-TC-20 (nouns) 0.4509 (30,092) 0.4469 (30,292) 0.4789 (33,704) 0.4642 (33,704)
density-TC-20 (all) 0.4428 (30,292) 0.4459 (30,652) 0.4499 (33,704) 0.4440 (34,251)
density-TC-50 (nouns) 0.4506 (30,092) 0.4433 (30,292) 0.4801 (33,704) 0.4631 (33,704)
density-TC-50 (all) 0.4377 (30,292) 0.4359 (30,652) 0.4420 (33,704) 0.4408 (34,251)
density-NN-5 (verbs) 0.5191 (30,602) 0.5230 (31,494) 0.5265 (33,704) 0.5340 (34,251)
density-NN-5 (all) 0.5307 (30,611) 0.5162 (31,508) 0.5562 (33,704) 0.5586 (34,251)
density-NN-10 (verbs) 0.5123 (30,602) 0.5149 (31,494) 0.5166 (33,704) 0.5298 (34,251)
density-NN-10 (all) 0.5288 (30,611) 0.5201 (31,508) 0.5552 (33,704) 0.5625 (34,251)
density-NN-20 (verbs) 0.4941 (30,602) 0.5084 (31,494) 0.5012 (33,704) 0.5173 (34,251)
density-NN-20 (all) 0.5132 (30,611) 0.5169 (31,508) 0.5455 (33,704) 0.5628 (34,251)
density-NN-50 (verbs) 0.4867 (30,602) 0.4933 (31,494) 0.4754 (33,704) 0.4929 (34,251)
density-NN-50 (all) 0.4975 (30,611) 0.5057 (31,508) 0.5315 (33,704) 0.5526 (34,251)
density-TN-5 (verbs) 0.5194 (30,609) 0.5213 (31,508) 0.5047 (33,704) 0.5009 (34,251)
density-TN-5 (all) 0.5731 (30,614) 0.5698 (31,511) 0.5616 (33,704) 0.5420 (34,251)
density-TN-10 (verbs) 0.5056 (30,609) 0.5053 (31,508) 0.4875 (33,704) 0.4895 (34,251)
density-TN-10 (all) 0.5634 (30,614) 0.5596 (31,511) 0.5509 (33,704) 0.5361 (34,251)
density-TN-20 (verbs) 0.4908 (30,609) 0.4909 (31,508) 0.4667 (33,704) 0.4758 (34,251)
density-TN-20 (all) 0.5472 (30,614) 0.5430 (31,511) 0.5363 (33,704) 0.5278 (34,251)
density-TN-50 (verbs) 0.4654 (30,609) 0.4644 (31,508) 0.4356 (33,704) 0.4506 (34,251)
density-TN-50 (all) 0.5222 (30,614) 0.5232 (31,511) 0.5103 (33,704) 0.5149 (34,251)

Table 11. Full results for pair-wise distinctions between degrees of specificity: verbs.
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