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Abstract. This article presents a study to distinguish and quantié \tarious types of semantic
associations provided by humans, to investigate theirgaas, and to discuss the impact that our
analyses may have on NLP tasks. Specifically, we concerdrate/o issues related to word prop-
erties and word relations: (1) We address the task of maedgelliord meaning by empirical features
in data-intensive lexical semantics. Relying on largdescarpus-based resources, we identify the
contextual categories and functions that are activatechbyassociates and therefore contribute to
the salient meaning components of individual words andsscveords. As a result, we discuss con-
ceptual roles and present evidence for the usefulness ofcorrence information in distributional
descriptions. (2) We assume that semantic associatesdpravineans to investigate the range of
semantic relations between words and contexts, and wedaavsight into which types of semantic
relations are treated as important or salient by the spealdhe language.

Key words. association norms, semantic associates, semantic reatiata-intensive semantics,
distributional features, corpus co-occurrence, lexieaburces

1. Motivation

A collection of semantic associates is used as the basisifemgirical character-
isation of verb and noun properties. We defgs@mantic associatdsere as those
words spontaneously called to mind by a stimulus word, arstirae that these
evoked words reflect highly salient linguistic and concapfaatures of the stimu-
lus word. Given this assumption, identifying the types dbimation provided by

speakers and distinguishing and quantifying the relatijrssbetween stimulus and
response can serve a number of purposes for creating NLBroesoand defining
and applying NLP techniques.

** The original publication is available at www.springerlioem, doi 10.1007/s11168-008-9048-4.
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2 SCHULTE IM WALDE ET AL.

Within this article, we concentrate on two issues relatedi@od properties and
word relations. First, we address the taskraddelling word meaning by empirical
features in data-intensive lexical semantics, it is necessary tpigoally define
and induce features that (a) capture the various meanirgctspf the words to
be described, and (b) can be obtained automatically frorpusadata, in order
to be able to determine the similarity or dissimilarity of mde, sentences, para-
graphs, or even documents. Progressing from the word lexthetdocument level,
examples for this task are: clustering of similar words éferet al., 1993; Lin,
1998a; Merlo and Stevenson, 2001; Schulte im Walde, 200& sense discrim-
ination (Schitze, 1998), the identification of multi-wagpressions (Lin, 1999)
and their decomposability (Baldwin et al., 2003), anaphesalution (Poesio et al.,
2002), and text indexing (Deerwester et al., 1990), amohgret Generally, se-
mantic features are not readily availabl€ollowing thedistributional hypothesijs
namely that ‘each language can be described in terms ofrébdisbnal structure,
i.e., in terms of the occurrence of parts relative to othetspagHarris, 1968),
distributional descriptions have been applied to modeéetspof word meaning.
Specifically, contextual features such as words co-oaugiim a document, in a
context window, or with respect to a word-word relationshgpich as syntactic
structure, syntactic and semantic valency, etc. have bssth tHowever, these prior
investigations of distributional similarity have eitharclused on a specific word-
word relation to induce features (such as Pereira et al.3}] %ooth et al. (1999)
referring to a direct object noun for describing verbs, amndilarly Curran (2003)
referring to subjects and direct objects), or used any dégreecy relation detected
by the chunker or parser (such as Lin (1998a), McCarthy ¢2@03)). Little effort
has been spent on investigating the eligibility of the vasitypes of features. An
exception to this are Pad6 and Lapata (2007) who startedvithitall syntactic
functions obtained from a dependency parser, but allowen tepresentation to
adopt the selection of functions with respect to their aygtions. We assume that
semantic associates provide a useful means to identify dheextual functions
that might be relevant to empirical feature descriptionsexamining which func-
tions are activated by the associates and therefore cotdrib the salient meaning
components of individual words and across words.

Second, there are tasks where the notion of similarity gegetd discriminat-
ing degrees of similarity: for many NLP resources and ajgilims, it is crucial to
define and useemantic relationbetween words or contexts. These tasks include
the creation of lexical taxonomies (Fellbaum, 1998) andlogies (Maedche and
Staab, 2000; Navigli and Velardi, 2004; Kavalek and Sva2ék5), anaphora res-
olution (Vieira and Poesio, 2000; Ji et al., 2005), text ustdnding, e.g., with
respect to interpreting noun compounds (Lapata, 2002u@tral., 2007), question
answering (Moldovan and Novischi, 2002; Girju, 2003; Gafwal., 2006), and tex-
tual entailment (Geffet and Dagan, 2005; Tatu and Moldo2805). For example,
when resolving bridging definite descriptions, Vieira arakeBio (2000) relied on
the semantic relations between antecedent and anaphbrgsiucuse ... the build-
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ing), which were only partly covered by WordNet; Ji et al. (20@%ploited seven
ACE relation types (such as 'physica#i:town south of Salzbuygn co-reference
prediction: if both the anaphor and a candidate antecedgtitipated in a seman-
tic relation, the relation partners were checked on coresfee, in addition to the
anaphor and antecedent themselves. Up to date, the resgaselmantic relations
has either concentrated on a small set of relation typeh, asibypernymy (Hearst,
1998), subject- vs. object-hood in noun compounds (Lap182), causal rela-
tion (Girju, 2003), or part-whole relation (Berland and @fiak, 1999; Girju et al.,
2006), or developed an individual scheme of semantic o#latiAccordingly, Girju
et al. (2007) remarked with respect to semantic relatioe/den nominals, that
‘there is little consensus on the relation sets and algostfor analysing semantic
relations, and it seems unlikely that any single schemedoaolk for all applica-
tions'. For example, Nastase (2003) presented a two-légedtthy for classifying
noun-modifier relations, Moldovan et al. (2004) and Girjak{2005) proposed a
classification with 35 nominal semantic relations, and Gigki and Pantel (2004)
addressed five different verb-verb relations. Pantel amoh&echiotti (2006) are an
exception in that they refrained from defining semantictretetypes, but presented
a bootstrapping algorithm that takes a few seed instancagafticular semantic
relation as input and iteratively learns surface patteorextract more instances. In
conclusion, there is still the need for resources that sphbe specification of the
range of relations. We assume that semantic associategl@rawseful means to
investigate the range of semantic relations; we concentmatinter-categorical se-
mantic relations, i.e., we investigate verb-verb and noaun relations. As above,
by examining the types of relations that are captured by sémassociations, we
can gain insights into which types of semantic relations@@ed as important or
salient by the speakers of the language.

The basis for the current investigation is provided by aemiibn of semantic
associates evoked by German verbs and nouns. A series ggasare performed
on this database, to explore the relationships betweerithelgs and the response
words. Each analysis is motivated by its potential NLP usesl the analyses
are based on available resources with respect to the semiawtistigation. As
manually linking each stimulus-associate pair to a padicelationship would
be time-intensive and subjective, we rely on large-scat&dgraphic databases
and on empirical, corpus-based resources that have thetjgbte characterise the
associations.

Our work is in line with recent discussions that relate thenpatational mod-
elling of language to human data, cf. Daelemans (2006).v.e.argue that lan-
guage data as collected from humans represents an excéflant an optimal,
source of information about language properties within cbenputational mod-
elling of language, given that the data are gathered witlerizds and methods that
are appropriate for the respective purpose.
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4 SCHULTE IM WALDE ET AL.

2. Data Coallection and Preparation

This section introduces our methods for collecting humameiations to German
verbs and nouns (Sections 2.1 and 2.a)yd a distributional representation of the
data as stimulus-associate type frequencies (Section 2.3)

2.1. ASSOCIATES OF VERB STIMULI

The data collection of verb associations was performed asbeexperiment, which
asked native speakers to provide associations to Germba.ver

2.1.1. Material

330 verbs were selected for the experiment. They were draam & variety of
semantic classes including verbs of self-motion (gehen‘walk’, schwimmen
‘swim’), transfer of possession (e.gaufen‘buy’, kriegen‘receive’), cause (e.g.
verbrennen'burn’, reduzieren‘reduce’), experiencing (e.chassen‘hate’, tiber-
rascherisurprise’), communication (e.geden'talk’, beneidenenvy’), etc. Select-
ing verbs from different categories was only intended taenshat the experiment
covered a wide variety of verb types; the inclusion of anyovarany particular verb
class was done in part with reference to prior verb classifinavork (e.g., Levin
(1993)) but also on intuitive grounds. The stimulus verbseadivided randomly
into 6 separate experimental lists of 55 verbs each. The \igre balanced for
class affiliation and frequency ranges (0, 100, 500, 10000R0such that each
list contained verbs from each grossly defined semanticchasd had equivalent
overall verb frequency distributions. The frequencieshefverbs were determined
by a 35 million word newspaper corpus, cf. Section 3.2; thlvyshowed corpus
frequencies between 1 and 71,604.

2.1.2. Procedure

The experiment was administered over the Internet. Ppatits were first pre-
sented with written instructions for the experiment and xangple item with po-
tential responses. In the actual experiment, each triadisted of a verb presented
in a box at the top of the screen. All stimulus verbs were prieskin the infinitive.
Below the verb was a series of data input lines where paaitgpcould type their
associations. They were instructed to type at most one wartine and, following
German grammar, to distinguish nouns from other partgpeesh with capitalisa-
tion3 Participants had 30 seconds per verb to type as many assosiais they
could. After this time limit, the program automatically ahced to the next verb.

2.1.3. Participants

299 native German speakers participated in the experirbetween 44 and 54 for
each data set.
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2.1.4. Data

In total, we collected 79,480 associate tokens distributeer 39,254 different
response types. Each trial elicited an average of 5.16 m$saesponses with a
range of 0-16. Each completed data set contains the listrofikts verbs, paired
with a list of associations in the order in which the partaip provided them.
Considering the first responses only, the norm comprise&883okens over 7,425
types. Participants continued to provide new responsestgpa fairly consistent
rate across all response positions.

2.2. ASSOCIATES OF NOUN STIMULI

The data collection of noun associations was performed adfiime experiment,

which asked native speakers to provide up to three assmusato German nouns.
The target objects were presented in two forms: Lexical diironsisted of the

written name of the noun targets; pictorial stimuli consisbf the written names
accompanied by black and white line drawings of the refetoedbjects.

2.2.1. Material

409 German nouns referring to picturable objects were ah@setarget stim-
uli. To ensure broad coverage, target objects representegtiety of semantic
classes including animals (e.gffe ‘monkey’, Schwein'pig’), plants (e.g.Tulpe
‘tulip’, Baum'‘tree”), professions (e.d.ehrerin ‘teacher’, Jager ‘hunter’), furni-
ture (e.g.Stuhl‘chair’, Bett ‘bed’), vehicles (e.gFlugzeug'plane’, Zug ‘train’),
tools (e.g.Hammer‘hammer’, Besen'broom’), etc.. For the pictorial version of
the experiment, simple black and white line drawings ofeargimuli were drawn
from several sources, including the data by (Snodgrass andérwart, 1980) and
the picture database from the Max Planck Institute for Psleguistics in the
Netherlands.

2.2.2. Procedure

The 409 target stimuli were divided randomly into three safgaquestionnaires
consisting of approximately 135 nouns each. Each questioeinwas printed in
two formats: target objects were either presented as pisttogether with their
preferred name (to ensure that associate responses wetidgutdor the desired
lexical item), or the name of the target objects was presentthout a representa-
tive picture accompanying it. Next to each target stimulusé lines were printed
on which participants could write up to three semantic assecesponses for the
stimulus. The order of stimulus presentation was indiviguandomised for each
participant. Participants were instructed to give one eiss® word per line, for a
maximum of three responses per trial. No time limits wereegifor responding,
though participants were told to work swiftly and withoutdarruption. Each ver-
sion of the questionnaire was filled out by 50 participargsulting in a maximum
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of 300 data points for any given target stimulus (50 par#inig x 2 presentation
modesx 3 responses).

2.2.3. Participants

300 German participants, mostly students from Saarlandddsity, received either
course credit or monetary compensation for filling out thestionnaire.

2.2.4. Data

In total, we collected 116,714 associate tokens distributeer 31,035 different
response types; 39,727 associate tokens over 11,389 types, considering the
first responses only. Collected associate responses waFee@rnnto a database
with the following additional information: For each targaimulus we recorded
a) whether it was presented as a picture or in written fornad, Bnwhether the
name was a homonym (and thus likely to elicit semantic aasexifor multiple
meanings). For each response type provided by a participantoded a) the order
of the response, i.e., first, second, third, b) the partpefesh of the respon$e,
and c) whether the response was related to the intended;te@pneaning of the
stimulus or to an alternative meaning. The database isyfeeessible (Melinger
and Weber, 2006).

2.3. DISTRIBUTIONAL REPRESENTATION

For the analyses to follow, we pre-processed all data setiseirfollowing way:
For each stimulus word, we quantified over all responsesarettperiment, dis-
regarding the order in which associates were provided ardadun stimuli, the
presentation type of the questionnaire. The result is airrqy distribution for the
stimulus words, providing frequencies for each responpe.tyhe responses were
not distinguished according to polysemic senses of theusitim

To illustrate the frequency distribution, Table | lists th@ most frequent re-
sponses for the polysemous veédlagen‘complain, moan, sue’ and Table Il lists
the 10 most frequent responses for the polysemous Bahtosscaste, lock'.

3. Resourcesfor Data I nvestigation

This section introduces the manual and empirical resoutascontributed to the
characterisation of the association norms: a) a German paes corpus, b) a
statistical grammar model that was trained on the corpus, @aid c) the semantic
taxonomyWordNetand its German counterpa®ermaNet
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Table I. Associate frequencies for ex-
ample stimulus verb.

klagen‘complain, moan, sue’

Gericht ‘court’ 19
jammern ‘moan’ 18
weinen ‘cry’ 13
Anwalt ‘lawyer’ 11
Richter ‘judge’ 9
Klage ‘complaint’ 7
Leid ‘suffering’ 6
Trauer ‘mourning’ 6
Klagemauer ‘Wailing Wall’ 5
laut ‘noisy’ 5

Table II. Associate frequencies
for example stimulus noun.

Schlosscastle, lock’

Schlussel ‘key’ 51
Tar ‘door’ 15
Prinzessin ‘princess’ 8
Burg ‘castle’ 8
sicher ‘safe’ 7
Fahrrad ‘bike’ 7
schlielen ‘close’ 7
Keller ‘cellar’ 7
Konig ‘king’ 7
Turm ‘tower’ 6

3.1. CORPUS DATA

A German newspaper corpus from the 1990s was used for careoce analy-
ses between verb/noun stimuli and associate response<ofigs contains ap-
proximately 200 million words of newspaper text frofnankfurter Rundschau
Stuttgarter ZeitungVDI-Nachrichten die Tageszeitung (tazlserman Law Cor-
pus Donaukurier andComputerzeitungn addition to the co-occurrence analyses,
the corpus was used as training data for the statistical mi@mmodel described in
Section 3.2.
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8 SCHULTE IM WALDE ET AL.

3.2. STATISTICAL GRAMMAR MODEL

Some of the quantitative data in the analyses to follow arizef from an empiri-

cal grammar model based on a German context-free grammahwhid specific

attention to verb subcategorisation (Schulte im Walde 2200he grammar was
lexicalised, and the parameters of the probabilistic wersivere estimated in an
unsupervised training procedure, using 35 million wordshe above German
newspaper corpus. The trained grammar model provides emlpirequencies

for word forms, part-of-speech tags and lemmas, and qadimédtinformation on

lexicalised rules and syntax-semantics bi-lexical heagdhco-occurrences.

3.3. WORDNET/ GERMANET

WordNetis a lexical semantic taxonomy developed at Princeton Usiiye(Miller

et al., 1990; Fellbaum, 1998). The lexical database wadretsy psycholin-
guistic research on human lexical memory. The resourcentsgs English nouns,
verbs, adjectives and adverbs into classes of synor{ggmsets)which are con-
nected by lexical and conceptual relations. Words with isg\&enses are assigned
to multiple classes. The idea of WordNet has been transféa®ther languages
than English. The University of Tlbingen is developing therman version of
WordNet,GermaNe{Hamp and Feldweg, 1997; Kunze, 2000; Kunze, 2004), which
we use for our data.

The GermaNet version from October 2001 contains 7,825 varosdefines
the paradigmatic semantic relatiosgnonymy, antonymy, hypernymy, hyponymy
as well as the non-paradigmatic relati@rgailment, causegndalso seebetween
verbs or verb synsetsA[so seds an underspecified relation, which captures re-
lationships other than the preceding ones. For exangplaten‘save’ is related
to haushalten'budget’ by also se€ With respect to nouns, the GermaNet ver-
sion contains 36,601 nouns and defines the paradigmaticnsienn@lationssyn-
onymy, antonymy, hypernymy, hyponymy, holonymy, meroaymgll as the non-
paradigmatic relatiomlso seebetween nouns or noun synsets.

4. Linguistic Analyses of Experimental Data

This section represents the main body of the article, piogid series of analyses
that investigate step-wise the modelling of word meaningeinpirical features:

namely, a morpho-syntactic analysis in Section 4.1, anyaisabf the syntax-

semantic functions of the noun (stimuli/associates) wagpect to the verb (asso-
ciates/stimuli) in Section 4.2, and a co-occurrence aigbfthe stimulus-response
pairs in Section 4.3. A second series of analyses exploesdmantic relations
between stimuli and associates, in Section 4.4. Each asasyperformed sepa-
rately for the verb stimuli and their associations, and lfer houn stimuli and their
associations. All of our analyses reported in this paperevised on response
tokens; however, we also performed the respective typeg/sesl and they showed
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the same overall pictures. Finally, as the association adonverbs and nouns
were collected in independent studies and therefore diiesome extent, this
section uses all response tokens collected, but the falpvection 5 provides
the analyses only for the first responses, in order make thesiand analysis
results more directly comparable.

Each analysis is structured in the same way: first, we intedbe motivation
from Natural Language Processing, discussing why the ofispeanalysis is rel-
evant for NLP purposes; second, we present the analysisl, tlue interpret the
analysis’ results.

4.1. MORPHO-SYNTACTIC ANALYSIS

The morpho-syntactic analyses of the response tokenggligsih and quantify the
part-of-speech categories of the associate responsebe@ne hand, this analysis
can be considered as a preparatory step for the analysedldw.ftn addition,
the results will provide insight into the relevance of predieant part-of-speech
categories with respect to meaning aspects. This knowledgpeportant in NLP
tasks whenever words are represented by a choice of feahatare supposed to
model the word meaning, usually with the goal of determiniing similarity or
dissimilarity of words.

For example, theector space modébalton et al., 1975) uses words in docu-
ments to describe the contents of the respective documBmsmodel was orig-
inally designed for information retrieval (Salton and Md(1983), and has been
generalised to describe not only documents, but also sns#tilectural units such as
gueries in question answering and individual words by codaing words. Often,
the co-occurring words are restricted to content words,eidain part-of-speech
categories, or even to a subset of words from a certain feap@ech. With respect
to a local perspective (i.e., co-occurrence within the meaghbourhood, such as
the same sentence, or even the same phrase), the vectomspdekis related to
the above mentionedistributional hypothesiand therefore the vector space model
forms the basis for distributional descriptions.

Variants of the vector space model have been used in Latema@e Analysis
for text indexing (Deerwester et al., 1990), word simikaitandauer and Dumais,
1997) and particle verb compositionality (Baldwin et ab03; McCarthy et al.,
2003); in NLP tasks and applications including word senserathination (Schiitze,
1998), anaphora resolution (Poesio et al., 2002), thesaxtnaction (Lin, 1998b;
Lin, 1999), general models of semantic similarity (Lin, 889 Sahlgren, 2006;
Schulte im Walde, 2006; Pad6 and Lapata, 2007); and alsaynhplinguistic
models of semantic priming (Lund et al., 1995; Lowe and Mc&ldn2000; Vigliocco
et al., 2004).
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4.1.1. Analyses
4.1.2. Associates of Verb Stimuli

Each response to the stimulus verbs was assigned its — [yogsibiguous — part-
of-speechPO9 by our empirical grammar dictionary, cf. Section 3.2. Qrally,
the dictionary distinguished approx. 50 morpho-syntactitegories, but we dis-
regarded fine-grained distinctions such as case, numbegemder features and
considered only the major categories verb (V), noun (N)eeiije (ADJ) and
adverb (ADV). A fifth category ‘OTHER’ comprises all otherrpaf-speech cate-
gories such as patrticles, interjections, conjunctions, Ambiguities between the
categories arose e.g. in the case of nominalised verbs gsRhauchertsmoke’,
Vergriigen ‘please/pleasure’), where the experiment participanicctiave been
referring either to a verb or a noun, or in the case of pastiqyales (such as
verschlafen'sleep’ or 'drowsy’) and infinitives (such agberlegen’think about’
or 'superior’), where the participant could have been mafigreither to a verb or an
adjective). In total, 3.6% of all response types were amtnigubetween multiple
part-of-speech tags.

Having assigned part-of-speech tags to the responses, wee alée to dis-
tinguish and quantify the morpho-syntactic categorieshef tesponses. In non-
ambiguous situations, the unique part-of-speech recéhnetbtal stimulus-response
frequency; in ambiguous situations, the stimulus-respdregjuency was split over
the possible part-of-speech tags. The output of this aisalythe frequency distri-
butions of the part-of-speech tags for each verb indiviguahd also as a sum over
all verbs. Table IIl presents the total numbers and speaodib examples. Partici-
pants provided noun associates in the clear majority ofrtakstances, 62%; verbs
were given in 25% of the responses, adjectives in 11%, adwdrbost never (2%).
The table also shows that the POS distributions vary actessémantic classes
of the verbs. For example, aspectual verbs, sucuéi®ren ‘stop’, received more
verb response$(12)=3.11 p<.01, and fewer houn responsg4,2)=3.84,p<.002,
than creation verbs, such backen'bake’.

4.1.3. Associates of Noun Stimuli

In contrast to the analysis of the verb data, the part-obepecategories of the
associate responses to noun stimuli were entered manudiythe association
database, cf. Section 2.2. The coding distinguished tlee tmajor categories verbs
(V), nouns (N), adjectives (ADJ), and in addition proper maniPN). As for the
associations to verbs, a fifth category ‘OTHER’ comprisésthler part-of-speech
categories such as particles, interjections (sudbitsugh’ for food nouns), num-
bers, and onomatopoeia (suchvesu-wau‘woof-woof’ for Dackel‘dachshund’).
As in the verb analysis, we then determined the frequencyiluitions of the
part-of-speech tags for each noun individually, and alsa asm over all nouns.
Table IV presents the total numbers and specific noun example
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Table Ill. Part-of-speech tag distributions of verb responses.

\Y N ADJ ADV
ToTAL FREQ 19,863 48,905 8,510 1,268
TOTAL PrROB 25% 62% 11% 2%
aufhoren'stop’ 49% 39% 4% 6%
aufregen'be upset’ 22% 54%  21% 0%
backenbake’ 7% 86% 6% 1%
bedroherthreaten’ 12% 75% 12% 0%
bemerkerirealise’ 52% 31% 12% 2%
diinken'seem’ 46% 30% 18% 1%
flustern‘whisper’ 19% 43%  37% 0%
nehmeritake’ 60% 31% 3% 2%
radeln‘bike’ 8% 84% 6% 2%
schreibertwrite’ 14% 81% 4% 1%

Table IV. Part-of-speech tag distributions of noun responses.

ADJ N PN \%
TOTAL FREQ 19,075 80,419 3,147 13,905
TOTAL PROB 16% 69% 3% 12%
Ananaspineapple’ 45% 51% 3% 1%
Daumenthumb’ 15% 71% 1% 11%
Esel‘donkey’ 45% 42% 4% 6%
Hamburger'hamburger’ 14% 57%  24% 5%
Kopf ‘head’ 5% 89% 0% 6%
Loffel ‘'spoon’ 6% 86% 0% 8%
Mund ‘mouth’ 11% 65% 0% 34%
Schildkrote'turtle’ 50% 44% 3% 3%
Tempeftemple’ 13% 58%  24% 5%
Telefon'telephone’ 4% 53% 2% 41%
Weckeralarm clock’ 22% 42% 0% 36%
Zwiebel'onion’ 15% 54% 0% 31%

As for the verb stimuli, participants provided noun asstesan the clear ma-
jority of token instances, 69%; adjectives were given in 16P4he responses,
verbs in 12%, and proper names in 3%. Again, the table alsayshmat the POS
distributions vary with respect to the individual noun stimFor example, nouns
referring to food or animals enforced a stronger usage @dises, such a&nanas
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—gelb, 813, leckerpineapple — yellow, sweet, tasty’, &childkibte — langsam, alt,
grun ‘turtle — slow, old, green’ than other noun$407)=51.3,p<.001. Similarly,
nouns referring to natural objects evoked more adjectit(@f7)=46.8,p<.001,
and fewer noun response$407)=6.5,p<.02, than nouns referring to man-made
objects.

4.1.4. Interpretation

The morpho-syntactic analyses demonstrate that nounsapfagjor role among
verb and noun features. This insight corresponds to theopnethnt use of nom-
inal features in distributional descriptions that addriggssemantic modelling of
words for various purposes as well as frequency of occugr@mcorpora. However,
the analyses also showed that the relevance of the papesfel categories with
respect to meaning aspects varies according to the senwaic of the word to
model. We conclude that nouns are important for distrimaladescriptions, but
other features than nouns should also be relevant in modeilord meaning. This
insight should have an impact on the choice of feature catgm distributional
representations; restricting the categories to nomiretufes restricts the feature
sets to those features that are relevant for the average mfswbut they do not
necessarily cover the meaning aspects of all semantic Wwasdes.

4.2. SYNTAX-SEMANTIC NOUN FUNCTIONS

The analyses in this section continue exploring the eligybof various types of
features for modelling word meaning, now concentrating fen donceptual roles
of nouns. As explained in the Introduction, most previouskaan distributional
similarity that used nominal features within distributidrdescriptions has either
focused on a specific word-word relation to induce featusest{ as Pereira et al.
(1993), Rooth et al. (1999), Curran (2003)), or used any cégecy relation de-
tected by the chunker or parser (such as Lin (1998a), Mcgaethal. (2003),
Korhonen et al. (2003), Schulte im Walde (2006)). Littleoefthas been spent on
investigating the eligibility of the various types of noralrfeatures. Even though
the use of the distributional features depends on the régpepplications, we aim
to identify prominent roles for distributional verb degations by evaluating which
functional roles are highlighted by verb-noun pairs. Fasianalyses, we assume
that the noun responses to verb stimuli and verb responsesitostimuli relate to
conceptual roles required by the verbs. Thus, we investite linguistic functions
that are realised by the response nouns with respect toithalss verbs, and by
the stimulus nouns with respect to the response verbs. Tdigsas are based on
our empirical grammar model, cf. Section 3.2.
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EMPIRICAL ANALYSES OF ASSOCIATION NORMS 13
4.2.1. Analyses
4.2.2. Associates of Verb Stimuli

With respect to verb subcategorisation, the empirical gnammodel offers fre-
quency distributions of verbs for 178 subcategorisaticamie types, including
prepositional phrase information, and frequency distiidms of verbs for nomi-
nal argument fillers. For example, the vdshcken'bake’ appeared 240 times in
our training corpus. In 80 of these instances it was parsddtemsitive, and in
109 instances it was parsed as transitive subcategorising dlirect object. The
most frequent nouns subcategorised for as direct objectiseilgrammar model
wereBrotchen‘rolls’, Brot ‘bread’, Kuchen'cake’, Platzchericookies’, andwaffel
‘walffle’. We used the grammar information to look up the sytitarelationships
which existed between a stimulus verb and a response nourexample, the
nounsKuchen‘cake’, Brot ‘bread’, Pizzaand Mutter ‘mother’ were produced in
response to the stimulus velacken‘bake’. The grammar look-up told us that
Kuchen‘cake’ andBrot ‘bread’ appeared not only as the verb’s direct objects (as
illustrated above), but also as intransitive subjeBigzaonly appeared as a direct
object, andMutter ‘mother’ only appeared as transitive subject. The verbrmou
relationships which were found in the grammar were quantifig the verb-noun
association frequency, taking into account the number aojgptions of different
relationships (to incorporate the ambiguity representgdbltiple relationships).
For example, the nouKuchenwas elicited 45 times in response thacken the
grammar contained the noun both as direct object and assitirge subject for that
verb. Of the total association frequency of 45 Kuchen 15 would be assigned
to the direct object obacken and 30 to the intransitive subject if the empirical
grammar evidence for the respective functionbatkenwere one vs. two thirds.

In a following step, we accumulated the association frequgmoportions with
respect to a specific relationship, e.g., for the direct dsjef backen'bake’ we
summed over the frequency proportions f&uchen Brot, Platzchen Brotchen
etc. The final result was a frequency distribution over lisga functions for each
stimulus verb, i.e., for each verb we determined which liatjci functions were
activated by how many noun associates. For example, theprasinent functions
for the inchoative-causative vetimcken‘bake’ were the transitive direct object
(8%), the intransitive subject (7%) and the transitive eabj4%); for the object-
drop verbschreiberntwrite’ we found 11% for the transitive direct object, 3% and
4% for the intransitive and the transitive subject, respelt, and evidence for the
writing instrument (the PP headed hyit ‘with’ in various frames with a total of
10%).

By generalising over all verbs, we discovered that only Einfe-slot combi-
nations were linked to at least 1% of the noun tokmssibjects in the intransi-
tive frame and the transitive frame (with accusative/datbject, or prepositional
phrase); the accusative object slot in the transitive, itrartsitive frame and the
direct object plus PP frame; the dative object in a trarsigind ditransitive frame,
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14 SCHULTE IM WALDE ET AL.

and the prepositional phrase headedDmt:in (dative (locative) ‘in’). The fre-
quency and probability proportiohsare illustrated in Table V; the function is
indicated by a slot within a frame (with the relevant slot oidfont); ‘S’ is a sub-
ject slot, ‘AQ’ an accusative object, ‘DO’ a dative objeatdadPP’ a prepositional
phrase.

Table V. Associates as nominal slot fillers.

Function Freq Prob
S SV 1,792 4%
SV AO 1,040 2%
SV DO 265 1%
SV PP 575 1%
AO SVAO 3,124 6%
SVAODO 824 2%
SVAOPP 653 1%
DO SVDO 268 1%
SVAODO 468 1%
PP  SVPP-Dat:in 487 1%
Total (of these 10) 9,496 19%

Total found in grammar 13,527 28%

Unknown verb or noun 10,964 22%
Unknown function 24,250 50%

4.2.3. Associates of Noun Stimuli

Parallelling the preceding analysis, we checked whethgroathe noun-verb re-
lationships were found in our statistical grammar modelthim positive cases, the
relationships were quantified by the noun-verb associdt&guency, again taking
into account the number and proportions of the various granfomctions. The
most prominent functions are listed in Table VI.

The table shows that — to a large extent — the most prominectifins for the
noun-verb pairs are the same as for the verb-noun pairseatstip the intransitive
frame and the transitive frame (with accusative object reppsitional phrase); the
accusative object slot in the transitive, the ditransjtaed the AO plus PP frame;
the dative object in the transitive and the ditransitiverfea
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Table VI. Stimuli as nominal slot fillers.

Function Freq Prob
S SV 1,095 8%
SV AO 300 2%
SV PP 406 3%
SV C-2 103 1%
SVINF 71 1%
AO SVAO 1,480 11%
SVAO DO 206 1%
SVAO PP 218 2%
DO SVDO 144 1%
SVAODO 99 1%
PP S VPP-Dat:auf 263 2%
S VPP-Dat:in 193 1%

Total (of these 12) 4,578 33%

Total found in grammar 5,661 41%

Unknown verb or noun 1,505 11%
Unknown function 6,712 48%

4.2.4. Interpretation

In total, only 28% of all verb-noun pairs (i.e., noun respno verb stimuli) and
41% of all noun-verb pairs (i.e., verb responses to nounuditjiwere identified by
the statistical grammar as a filler for any slot in any of th@® ldentified frames
(which corresponds to a total of 592 frame-slot combinatjdriThe majority of
pairs was not found as slot fillers: 22/11% of the stimuluseagte pairs (marked
as ‘unknown verb or noun’ in Tables V and VI) were missing heseaeither the
verb or the noun did not appear in the grammar model at alls&lcases were due
to (i) lemmatisation in the empirical grammar dictionanjheve noun compounds
such asAutorennericar racing’ were lemmatised by their lexical heads, craati
a mismatch between the full compound and its head; (ii) rwdtid expressions
among the associates, li&hne putzerbrush teeth’ orfrisch machenrefresh’;
(iii) domain of the training corpus, which underrepresengtang responses like
Grufties‘old people’ andiimmelnloll’, dialect expressions such asusstecherle
‘cookie-cutter’ ancheimfahrerigo home’, as well as technical expressions such as
Plosiv ‘plosive’; and (iv) size of the corpus data: the whole newsgecorpus of
200 million words contained more than 99% of the stimuli ane &ssociates in
the two analyses; the 35 million word partition on which tlrargmar model was
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16 SCHULTE IM WALDE ET AL.

trained contained still more than 99% of the verb stimusitecsates, but only 78%
of the noun associates to the verb stimuli, and only 90% ohthen stimuli.

The 50/48% of the nouns/verbs which are marked as ‘unknowotion’ in
Tables V and VI were present in the grammar but did not fill sbgorised-for
linguistic functions; clearly the conceptual roles of theun associates were not
restricted to the subcategorisation of the stimulus verbs.

Although direct object and subject roles are prominent agniie verb-noun
relationships, they are also highly frequent in the grammadel as a whole. In
fact, across all possible frame-slot combinations, we doan extremely strong
correlation between the frequency of a frame-slot combnain the grammar
model and the number of responses that link to that frameesimbination in our
data,r(592)=.87p<.001 for the noun responses to verbs, affi92)=.92 p<.001
for the verb responses to nouns. Thus, the direct object abj@c roles are not
over-represented in our data; they are represented piopate to their frequency
in the grammar. Therefore, we cannot conclude from the satblat specific func-
tions within distributional representations are dominarms we had hypothesised
originally — and should be recommended.

Furthermore, contrary to our initial assumptions, the mgj@f nouns in verb-
noun pairs did not reflect grammatical functions of the resipe verbs. In part
what was or was not covered by the grammar model can be chasatt as an
argument/adjunct contrast. The grammar model disting@sisltrgument and ad-
junct functions, and only arguments are included in the gaiticategorisation and
were therefore found as linguistic functions. Adjunctstsas the instrumerRinsel
‘brush’ for bemalen‘paint’, Pfanne‘pan’ for erhitzen‘heat’, or clause-internal
information such agwufmerksamkeitattention’ for bemerkerinotice’ and Musik
‘music’ for feiern ‘celebrate’ were not found. Similarly, verbs provided asas
ciates for their respective instruments, e@mgcknen‘dry’ for Handtuch‘towel’,
biegen‘bend’ for Zange‘pincer’, or providing world knowledge, e.gstreichen
‘paint’ for Klebebandtape’, schlafen'sleep’ for Kissen'cushion’, riechen‘smell’
for Nase'nose’ were also not found. These nouns fulfil scene-reledéss or repre-
sent world knowledge, and were not captured by subcategimisin the grammar
model. The analyses therefore illustrated that the noumusifresponses were not
restricted to verb subcategorisation role fillers, and tHatise-internal adjuncts
as well as clause-external, scene-related informationatdwknowledge should
also play a role when using nominal features in distribwtlatescriptions of word
meaning.

4.3. CO-OCCURRENCE ANALYSIS

The motivation for the last set of analyses on word meaniagufes arose from
our syntax-semantics analyses in the previous sectionrgchamdémonstrated that
there were verb-noun pairs within the association normscwimight co-occur
in local contexts even if they were not related by a subcaisggion function.
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In more general terms, we were interested in the role of @awwence infor-

mation within an empirical distributional description. if commonly assumed
that human associations reflect word co-occurrence priitiedi cf. McKoon and

Ratcliff (1992), Plaut (1995); this assumption was supgbrby observed cor-
relations between associative strength and word co-oeccer in language cor-
pora (Spence and Owens, 1990; Rapp, 1996). Our analysesnexawhether the
co-occurrence assumption holds for our (much larger) Gerassociation data,
i.e., which proportion of the associations were found inocourrence with the
stimulus words. A positive outcome of these analyses migbberage the use of
low-level co-occurrence information in corpus-based waedcriptions.

4.3.1. Analyses
4.3.2. Associates of Verb Stimuli

The analysis used our complete newspaper corpus, 200 miliiwds, and checked
whether the associate responses occurred in a window of aflsvio the left or to
the right of the relevant stimulus wofdWe determined the co-occurrence strength
between the stimulus verbs and their associations, thétsese presented in Ta-
ble VII. The ‘all’ row shows the percentage of associate oasgs that were found
in co-occurrence with their stimulus verbs at least oncaywire, or 3/5/10/20/50
times. The co-occurrence proportions are rather high,a@slbhe when taking into
account the restricted domain of the corpus. For exampleafoo-occurrence
strength of 3 we find two thirds of the associations coverethby0-word window

in the corpus data.

Table VII. Verb-association co-occurrence in
20-word window.

Co-Occurrence Strength
POS 1 2 3 5 10 20 50

all 77t 70 66 59 50 40 27

\% 799 71 67 60 50 41 29

N 76 69 66 59 50 40 27

ADJ 77 69 64 57 45 36 22

ADV 91 88 85 80 72 62 50

The following rows are specified for their POS, verbs V', msuN’, adjectives
‘ADJ’, and adverbs ‘ADV'. The proportions of verb, noun andjective responses
which were found in co-occurrence with their stimulus veaos very similar to
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the overall proportions. The ‘ADV’ co-occurrence strergyfitand out in Table VII:
they represent only 2% of all response tokens, but the asahews they exhibit
a much stronger co-occurrence behaviour to the verbs thamtter POS. Chi-
squared analyses confirm that adverbs co-occurred withttaegbs at least once in
the 20-word window more than is proportionally expectgé(1)=16.93,p<.001.
No other comparisons (of this co-occurrence strength) \wigneificantly different
from their expected frequencies.

4.3.3. Associates of Noun Stimuli

The co-occurrence analysis for the associates of noun ltimais conducted ex-
actly as for the verbs. Table VIII presents the results. Ag#ie proportions of
verb, noun and adjective responses which were found in caroence with their
stimulus nouns are very similar to the overall proportionith the verb propor-
tions above,y?(1)=9.15, p<.003, and the adjective proportions slightly below,
x? < 1, the overall co-occurrence values. Verbs occurred moendfien expected.
Furthermore, all co-occurrence values are between 6-9%ealtv@ co-occurrence
values of the verb analysis.

Table VIII. Noun-association co-occurrence in
20-word window.

Co-Occurrence Strength
POS 1 2 3 5 10 20 50

all 84 77 72 64 52 38 23

\Y 88 82 77 69 57 44 28

N 84 78 72 65 53 39 283

ADJ 83 76 70 63 50 36 20

4.3.4. Interpretation

Our analyses showed that the co-occurrence assumptiors famicdbur German
association data, to a large extent: 77/84% of our respariens were covered
at least once in a 20-word window of the stimulus words, axiprately two thirds
were covered at least three times, and even approximatély wére covered at
least 20 times. These results suggest that co-occurrefareiztion is an integral
component for empirical descriptions of word propertiesimaportant insight since
co-occurrence information is essentially less expengieeduse no high-level pre-
processing is necessary) and therefore easier to obtamnatti@otated data. Thus
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co-occurrence information could be especially valuableldmguages with few
NLP resources available.

Furthermore, comparing the co-occurrence strength of nahmesponses with
the proportions of the nouns that were found as subcategbhy the respective
verbs (cf. Tables V and VI) demonstrates once more that walsagegorisation
accounts only for a part of the nominal responses, and therefnly for a sub-
set of the verb concepts represented by nouns; but more ajesene-related
information beyond the clause level is captured by corpusamrrencé.

Examples of associations that did not appear in co-occceremith the re-
spective stimulus verbs arass‘wet’ for nieseln‘drizzle’, lecker ‘yummy’ for
mampfernfmunch’, Wasser'water’ for auftauen‘defrost’, Freude‘joy’ for Uiber-
rascherisurprise’, orVerantwortungresponsibility’ forleiten‘guide’. Correspond-
ingly, examples of associations that did not appear in aatwence with the re-
spective stimulus nouns agelb ‘yellow’ for Ananas‘pineapple’,kalt ‘cold’ for
Iglu ‘igloo’, Uberraschungdsurprise’ forGeschenkpresent’,WeihnachterChrist-
mas’ forWalnuR'walnut’, Physik‘physics’ for Magnet'magnet’, andHerbst‘au-
tumn’ for Drachen‘kite’. These associations reflect world knowledge ratlnemt
clause-internal/-external scene-related informatiow, are therefore not expected
to be found in the immediate context of the stimuli at all. 3&veases pose an inter-
esting challenge to empirical models of word meaning. Higihtder co-occurrence
models as suggested by e.g. Lemaire and Denhiere (200élggbeable to capture
more of these cases than our first-order co-occurrence mbdtelve believe that
it is not surprising that world knowledge is not entirely taed by corpus data.
The association analyses illustrated that, as a conseguempirical features that
model world knowledge are missing in distributional wordanig descriptions.

Finally, comparing the overall co-occurrence strengthssfogiates with those
of specific part-of-speech categories demonstrates thatdtoccurrence informa-
tion for some categories is more easily available than foerst. For example, the
verb association analysis showed that adverbs play a malrfor verbs in the
corpus proximity. We can explain this finding by the tokepéyatio of adverbs
within a corpus: even though adverbs are an open class in &egrtne absolute
number of adverb types in a corpus is much lower than thoseedfsy nouns,
and adjectives, but at the same time the token-per-type isthigher, and the
grammatical restrictions within German clause structueelawer. So there is a
high prior probability to find one or more adverbs in the viginof a verb, es-
pecially within a large co-occurrence window. However, exhg that appear in a
large corpus distance to a verb are not very likely to coatglio the meaning of
the verb, but rather to the meaning of the verb in the respediause. To sum
up, the relatively large proportions of adverbs in a largeocourrence window
are not expected to contribute greatly to a meaning reptasen of verbs, but
such a meaning representation could capitalise from advarh close vicinity of
verbs, for which the proportion of co-occurrence is alsorerausly high. Thus,
we suggest to restrict adverb co-occurrence to small windiaes. (Schulte im
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Walde and Melinger, 2008) confirmed these insights on a mereml basis for
all four POS types, with respect to the verb-associatioa:dgtey showed that the
co-occurrence distributions across the POS types comekjaoa large extent to the
prior distributions of verbs and V/NJADJ/ADVs. Establisigi a baseline estimated
by the co-occurrence rate of unrelated words reversed ttte@rpiin Table VII:
adverb and noun responses were found in co-occurrence hetherb stimuli less
than on average, and verb and adjective responses were ffoorglthan on aver-
age. Taking these findings into account once more emphasisémportance of
including other features besides nominal features intwiligional descriptions.

4.4, SEMANTIC RELATIONS

In contrast to the previous analyses of associates, thisstaf analyses is con-
cerned with the types of relationships between the stimutursls and the associate
responses. As illustrated in the Introduction, defining asthg semantic rela-
tions is crucial for many NLP resources, tasks and appbaoati including lexical
taxonomies (Fellbaum, 1998) and ontologies (Maedche aadbS?2000; Nav-
igli and Velardi, 2004; Kavalek and Svatek, 2005), anaplresolution (Vieira
and Poesio, 2000; Ji et al., 2005), text understanding BaR®02; Girju et al.,
2007), question answering (Moldovan and Novischi, 2008uG2003; Girju et al.,
2006), and textual entailment (Geffet and Dagan, 2005; datLiMoldovan, 2005).
However, most work on semantic relations so far has conatmatron a small set
of relation types, such as hypernymy (Hearst, 1998), stjec object-hood in
noun compounds (Lapata, 2002), causal relation (Girju320dr part-whole rela-
tion (Berland and Charniak, 1999; Girju et al., 2006), oraleped an individual
scheme of semantic relations that was relevant for the otispepurposes, e.g.,
(Nastase, 2003; Chklovski and Pantel, 2004; Moldovan e2804; Girju et al.,
2005). Thus, there is still the need for resources with ami@kto support the
specification of the range of relations.

This paper performs an analysis on verb-verb and noun-nelations® as
derived from the association norms. We suggest that an sisaty human asso-
ciations may identify the range of semantic relations whacl crucial in NLP
applications; stimulus-response pairs not covered by astieg taxonomy can
help to detect missing links, and provide an empirical bsislefining additional
relations.

4.4.1. Analyses

4.4.2. Associates of Verb Stimuli

We looked up the semantic relation between each verb stararid verb response
using the lexical semantic taxonomy GermaNet, cf. Sectid) ® distinguish

between the different kinds of responses to verb stimudiiteli from speakers.
Our analysis proceeded as follows. For each pair of stimahgsresponse verbs,
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we looked up whether any kind of semantic relation was defbetd/een any of
the synsets the verbs belong to. For example, if the stimuddsrennen'run’ was
in synsetse andb, and the response veliewegerimove’ was in synsetg and
d, we determined whether there was any semantic relationdegtihe synsets
ande, a andd, b ande¢, b andd. Two verbs belonging to the same synset were
considered synonymous; two verbs sharing a common hypemgra consid-
ered co-hyponyms. The semantic relations were then quahtify the stimulus-
response verb frequencies, e.qg. if 12 participants pravile associatiobewegen
for rennen the hypernymy relation was quantified by the frequency Ehlg I1X
shows the number of semantic relations encoded in our Geemeadisiont! and
the frequencies and probabilities of our response tokemsd@mong them? For
example, there were 19,424 verb-verb instances (belonpirgy275 verb synset
combinations) where GermaNet defines a hypernymy-hypomatagion between
their synsets; for 1,343 of our verb-verb pairs (verb resgaiokens with respect to
stimulus verbs) we found a direct hypernymy relation amdrg@ermaNet defini-
tions, which accounts for 9% of all our verb responses; fdr &dses we found an
indirect hypernymy relation (i.e., with a path lengti between the synsets). If the
stimulus and the response verb were both in GermaNet, brg thas no relation
between their synsets, then the verbs did not bear any kirsmiantic relation
(‘no relation’), according to GermaNet's current statdseither of them was not

in GermaNet, we could not make any statement about the \eb+elationship
(‘funknown cases’).

Table IX. Semantic verb-verb relations.

GermaNet Freq Prob
Synonymy 4,633 762 4%
Antonymy 226 571 209 1%
Hypernymy 9,275 19,424 1,343 %
(indirect) 540 3%
Hyponymy 9,275 19,424 1,702 9%
(indirect) 514 3%
Co-Hyponymy 55,122 102,018 2,232 12%
(indirect) 1,517 8%
Cause 95 236 40 0%
Entailment 8 15 0 0%
Also see 1 2 0 0%
Total found in GermaNet 8,859 47%
No relation 7,841 41%
Unknown cases 2,207 12%
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The distribution of stimulus-response relations is catedl with stimulus verb
frequency. The proportion of associate responses caphydide respective rela-
tions of synonym, antonym and hyponym increases as a fumofigtimulus verb
frequencyr(323)=.147 for synonymy,(328)=.341 for antonymy and328)=.243
for hyponymy (allp<.01); the proportion of hypernym relations is not correthte
with verb frequency. The distribution of relations alsoigarby verb class. For
example, aspectual stimulus verbs liafhdren ‘stop’ received significantly more
antonymic responses likenfangen'begin’ or weitermachengo on’ than creation
verbs such abackenbake’, t(12)=3.44 p<.05.

An interesting piece of information is provided by the vedrb pairs for which
we did not find a relationship in GermaNet. The minority offsaases (12%) is due
to either the stimulus or the response not coded in Germailzdt of these cases
are based on part-of-speech confusion because the partisigid not consistently
use capitalisation, cf. Section 2; e.g. the non-capitdliseun warme ‘warmth’
was classified as a verb because it is the imperative of tHew&men‘warm’;
in addition, the responses unknown to GermaNet include-{tequent) particle
verbs, which are highly productive in German.

A remarkable number of verb-verb associations (41%) didshotv any kind of
semantic relation according to GermaNet despite both \agrpearing in the taxon-
omy. A detailed manual inspection of the data revealed théhe one hand, this is
partly due to the GermaNet taxonomy not being finished; wadoterb associates
such asweglaufen'run away’ for abhauen'walk off’, or untersucheriexamine’
for analysiererfanalyse’ where we assume (near) synonymy not yet codediin Ge
maNet; orgehen’leave’ for bleiben‘stay’, frieren ‘be cold’ for schwitzerisweat’
where we assume antonymy not yet coded in GermaNet. HowaJarge pro-
portion of the "no relation” associations represent insemof verb-verb relations
not targeted by GermaNet. For exam@dressiereriaddress’ was associated with
the temporally followingschickertsend’; schwitzerisweat’ was associated with a
consequencstinken‘stink’ and with a causdaufen‘run’; erfahren‘get to know’
with the implicationwissen'know’.

4.4.3. Associates of Noun Stimuli

As in the verb analysis, we looked up the semantic relatiastsvéen the noun
stimuli and noun responses in GermaNet. The results of thlysia are displayed
in Table X.

The distribution of stimulus-response relations is agairretated with stim-
ulus noun frequency, but the relationship between nouruéegy and semantic
relations is different for nouns than it was for verbs (wh#re proportion of as-
sociate responses captured by synonymy, antonymy and Wypoimcreased as
a function of stimulus verb frequency). Specifically, as fitegjuency of the noun
target increased, so did the number of associates thattrefldicect hypernym,
r(409)=.190p<.000, a direct or indirect hyponym(409)=.230,4<.000 for direct
andr(409)=.101,p<.05 for all, a direct co-hyponynt,(409)=.135,p<.006, or a
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Table X. Semantic noun-noun relations.

GermaNet Freq Prob
Synonymy 18,992 533 1%
Antonymy 478 1,553 33 0%
Hypernymy 30,707 82,685 1,387 2%
(indirect) 2,365 3%
Hyponymy 30,708 82,829 714 1%
(indirect) 289 0%
Co-Hyponymy 302,755 575,585 3,584 4%
(indirect) 2,964 4%
Holonymy 3,995 8,625 579 1%
(indirect) 102 0%
Meronymy 3,998 8,625 1,171 1%
(indirect) 224 0%
Also see 892 2,670 84 0%
Total found in GermaNet 14,028 17%
No relation 52,814 66%
Unknown cases 13,543 17%

direct meronymy (409)=.134p<.007, relationship. No relationship was negatively
related. As with the verb frequency by relationship cottietss, the amount of vari-
ance captured by any one relationship is very small, with &ladthe strongest
relationship observed for the nouns. The distribution dditrens did not vary as
regularly as they did for the verb relations. Comparing ttpes of relations elicited
by noun stimuli referring to naturally occuring objects msun stimuli referring to
artifacts, only the number of direct hypernyms differedndigantly, t(354)=2.04,
p<.05. Specifically, naturally-occurring target nouns susKiad 'child’ and Berg
'mountain’ elicited more hypernymic associates than maentarget nouns such
as Spiegel'mirror’ or Messerknife’. Comparing manipulable man-made objects
such as tools and musical instruments to non-manipulablemede objects such
as furniture and building parts revealed no differencetédistribution of relation
types.

Again, we take a deeper look into why noun-noun pairs are ngered by
GermaNet relations. The 17% unknown cases are due to mssiakapitalisation
(e.g., Einkaufen‘shop’ is a nominalised verb and therefore could not be found
as a noun in GermaNet), missing regional expressions (@&ck'roll’), proper
names (e.g.Mose3, and noun compounds. 66% of the noun-noun associations
did not show any kind of semantic relation according to GeMetadespite both
nouns appearing in the taxonomy. This is partly due to thar@dlet taxonomy
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not being finished; of this, however, we found only few insies) such aSchiff
‘ship’ for Anker ‘anchor’, Stachel‘'spike’ for Kaktus‘cactus’, orBein ‘leg’ for
Spinne‘spider’, where we assume holonymy/meronymy not yet codedeér-
maNet. Assuming that noun compounds might play a role, a@ustk on noun-
noun combinations looked up whether (a) the associatioresepts a compound
noun including the stimulus, or (b) the compound consistifighe two nouns
was found encoded in GermaNet, and showed that we actuallydfd2% of
the noun-noun pairs as compounds, ektpnig ‘honey’ as association ttel-
one‘melon’ (—Honigmelon€cantaloupe’),Obst‘fruit’ as association tdSchale
‘bowl’ (—Obstschaléefruit bowl’), and Stange'pole’ as association t@Gardine
‘curtain’ (—Gardinenstangécurtain pole’). This insight is interesting, because
noun compounds are an extremely productive class in Geramhtherefore only
a small part of them can be assumed to be captured by the tapso we had not
expected to find such a large proportion of stimulus-asgegairs among them.
Finally, a large proportion of the "no relation” associatsorepresents instances of
noun-noun relations not targeted by GermaNet. For exanaeel‘camel’ was
provided a proto-typical locatioWiste‘desert’, and similarlyKrankenschwester
‘nurse’ andKrankenhaushospital’, Wiege‘cradle’ andBaby, andJager ‘hunter’
andWald ‘forest’. In addition, Gans‘goose’ was provided a typical evekteih-
nachten'Christmas’, and similarlySchlitten‘sledge’ andSchneésnow’, andEule
‘owl” and Nacht'night’.

4.4.4. Interpretation

We identified paradigmatic WordNet relations for 47% of tleebsverb pairs and
17% of the noun-noun pairs. Covering about half of the verti\pairs demon-
strates that the major paradigmatic semantic relationsgriamportant role among
the verb responses to target verbs. For the noun-noun plaggelative propor-
tions of the major semantic relations are much lower. Weeleli however, that
this doesnot mean that the major relations are not important among the nou
responses to target nouns. The absolute numbers of nounsetations are ac-
tually higher than those for the verb-verb relations. Rathiee major semantic
relations are complemented by another type of major reidtietween the nouns,
i.e., noun compounding. Recall that we found 12% of the nooum pairs among
noun compounds (in addition to the 17% among the paradigmelttions), which
changes the 'total found’ vs. 'no relation’ proportions fial 7/66% to 29/54%,
even though one cannot expect GermaNet to cover the higlaguptive class
of noun compounds. Thus, the actual proportion of noun-rpmairs representing
noun compounds is expected to be considerably higher th#) 4Ad the actual
proportion of noun-noun pairs covered by either paradigenaiations or noun
compounds is expected to be similar to the proportion of wenth pairs covered
by paradigmatic relations only.

About half of the verb-verb and noun-noun stimulus-asgeqgmirs could not
be related via the taxonomy. This result demonstrates d)tliese are missing
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links in GermaNet, and our association data provides a ussduting point to
enhance the taxonomy; and — more importantly — b) that celatother than those
coded in GermaNet (such as temporal order, cause, and amrsaxfor verb-verb
pairs, and condition, instrument, and result for noun-npairs) are represented
in a large proportion of the stimulus-associate pairs. €hdsta could be sub-
sumed undealso seeelations orevocation(cf. the related work in Section 6) in
GermaNet, but it is obvious that one would prefer more firgirgrd distinctions.
We are specifically interested in those cases that are naredwy GermaNet,
because we expect that human associations cover the rampssgible semantic
relations to a large extent. We therefore believe that tlegyasent an excellent
basis for defining an exhaustive set of semantic relatianaltarnative to e.g. text-
based relations (Morris and Hirst, 2004; Beigman Klebanog Shamir, 2006),
cf. Section 6 on related work. Such a definition is indepehadrthe question
whether the data should enhance GermaNet or not. Our intetdiuse GermaNet
as aresource to identify semantic relations between verb-and noun-noun pairs
was to investigate which proportions of the respectivedaagsociate pairs are
covered by the resource, and which existing relations aportant. Additionally,
we hoped to illustrate that there are semantic relationsngntioe target-associate
pairs that are not covered by the WordNet family, and thasehelations represent
a considerable proportion of the target-associate palres@ missing relations still
have to be defined, assuming that other than the mostly pgnadic relations in
WordNet are relevant for NLP uses.

5. Analyses of First Responses only

Early procedures for eliciting associates allowed pgrtiais to supply multiple re-
sponses to each stimulus. However, more recent protoceésdpded for a discrete
elicitation procedure, in which only a single response @vjated. The shift towards
a discrete procedure was partly due to concerns about atisoothain effects, i.e.,
that thenth response is associated to {le-1)th response rather than the stimulus,
and that association chaining would contaminate the latgyanses (McEvoy and
Nelson, 1982). For example, given a target wetdrm a first response could be
lightning and a second response couldZmus which is arguably more related to
lightning than it is to the target wordtorm Additionally, investigations into the
reliability of associations and the explanatory power ofi@lting behavioural data
have shown that the first response is at least sufficient assdlilgy superior to
subsequent responses (McEvoy and Nelson, 1982; Nelson 20@0).

However, Schulte im Walde and Melinger (2008) demonstrat@tin an in-
depth analysis of co-occurrence distributions that — ifpogrco-occurrence is an
index of association response relevance — the rankl responses are as closely
related to the targets as they are to their respective rardsponses. Therefore,
depending on the goals of the project, multiple response&iqarovide a richer
picture of the semantics of the target word by indexing aold#l meaning com-
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ponents, and the fact that they are also related to the precedsponses only
highlights the extent to which semantic knowledge is a netwas inter-related
nodes (cf. Lund and Burgess (1996)). This section neversigbrovides the results
of the analyses from Section 4 for the first responses onlys #iddressing the
concern about chaining, along with noteworthy differenatagch we highlight.

Morpho-Syntactic Analysis;. Comparing the part-of-speech distributions of
the first responses with the overall responses in Tablesndl I&, we find
very similar results: 34/57/8/1% are V/IN/ADJ/ADV respogsde verbs, and
14/71/3/12% are ADJ/N/PN/V responses to nouns. The onfgréifice in the
POS distributions concerns the POS type of the responses tidentical to
that of the stimuli: Both the proportion of verb responsesédb stimuli and
noun responses to noun stimuli increased.

Syntax-Semantic Noun Functions. Concerning the syntactic functions of the
noun responses to verbs and the verb responses to nounablefs vV and VI,
the respective analyses of the first responses show a siowdaall picture,
with one difference: The grammar functions capture largepprtions of the
responses, in both cases: 38% vs. 28% of the noun responsegb) and
49% vs. 41% of the verb responses to nouns are covered by aomgar.
Accordingly, the overall proportions of cases with unknovanbs, nouns, or
functions decreased: the proportions of cases with ‘unknegrbs or nouns’
went down from 22% to 18% for the noun responses to verbs;herverb
responses to nouns, this proportion did not change; theoptiops of cases
with known words but ‘unknown functions’ went down from 50% 44%
(noun responses to verbs) and from 48% to 40% (verb resptmsEsIns).

Co-Occurrence Analysis. As for the syntax-semantic analysis, this anal-
ysis also captures larger proportions of the stimulusgesp tokens than
Tables VIl and VIII: Using a co-occurrence window of 20 wos before,
Table Xl lists the co-occurrence proportions across aligpaf-speectall, for
responses to verbs in the upper row and responses to noums liovter row.

In comparison, the respective co-occurrence proportiores all responses
were between 77% (strength 1) and 27% (strength 50) for reg®oto verbs,
and between 84% and 23% for responses to nouns.

Semantic Relations: Again, the analysis on the first responses showed a sim-
ilar picture but covered larger proportions than Tables B X: For 64%

of the verb-verb pairs and 22% of the noun-noun pairs (in camBpn to
47/17%), we found semantic relations in GermaNet. Accaiginthe pro-
portions of ‘unknown cases’ decreased from 12% to 9% (ver-ypairs) and
from 17% to 16% (noun-noun pairs), and the proportions oésasith ‘no
relation’ decreased from 41% to 27% (verb-verb pairs) anthf66% to 62%
(noun-noun pairs).
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Table XI. Verb/Noun-association co-occurrence
in 20-word window.

Co-Occurrence Strength
POS 1 2 3 5 10 20 50

V-all 84 79 76 68 60 50 36

N-all 88 82 78 72 59 46 29

Summarising the above analyses, the concerns about chaifiects are only
partly justified. Using all responses vs. only the first resmofrom the associa-
tion norms does not result in great differences. Ratherptiegall distributions of
part-of-speech categories, syntax-semantic functiamgccurrence, and semantic
relations behave similarly with respect to each other. Trsght is in line with the
above mentioned co-occurrence analyses (Schulte im Waldé/&linger, 2008)
indicating that the rank + 1 responses are not solely semantically related to the
rank n responses but also to the targets. Nevertheless, the pimmocovered by
the individual analyses for first responses are all aboveehor all responses,
indicating that am + 1 response is potentially related to any previous response in
the association chain, thus the relation to the target ssdsng.

Last but not least, the analyses demonstrated that theaffes in the analyses
with respect to the verb vs. noun association norms wereausad by the different
methods we used for the collection. If the methods had catlsedlifferences
between the response analyses, then the analysis resulis $tave been changed
when comparing the first response analyses only, as tho$gsasanade the two
norms more comparable. The overall insights (and diffezsrimetween the norms)
remained similar, though, indicating that differencesha tnalyses with respect
to the norms mainly correspond to the differences betwegporses to verbs vs.
nouns.

6. Related Work

There are three lines of research which are related to destaes within this
article: the collection of association norms (Section 6abjalyses of association
norms (Section 6.2), and human judgements on specific thskste concerned
with semantic relatedness (Section 6.3).

6.1. COLLECTIONS OF ASSOCIATION NORMS

Association norms have a long tradition in psycholingaisgésearch. They have
been used for more than 30 years to investigate semantic rgemaking use of
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the implicit notion that associates reflect meaning comptsef words. One of
the first collections of word association norms was done dgrRe and Jenkins
(1964), comprising associations for 200 words. Hunburgh Association The-
saurus(Kiss et al., 1973) was a first attempt to collect associatimmns on a larger
scale, and also to create a network of stimuli and associsti#sing from a small
set of stimuli derived from the Palermo and Jenkins normsirdilar motivation

underlied the association norms from the University of &dtibrida (Nelson et al.,
1998), who grew a stimulus-associate network over more20arears, from 1973.
Their goal was to obtain the “largest database of free aggons ever collected
in the United States available to interested researcheatssemolars”. More than
6,000 participants produced nearly three-quarters of hamitesponses to 5,019
stimulus words. Smaller sets of association norms have lzdem collected for
example for German (Russell and Meseck, 1959; Russell,)1®ifch (Lautes-

lager et al., 1986), French (Ferrand and Alario, 1998) andn&h (Fernandez
et al., 2004) as well as for different populations of spesksuch as adults vs.
children (Hirsh and Tree, 2001). Association norms havanhesed extensively in
experimental psychology to conduct studies using the tiania on the semantic
priming technique to investigate, among other things, waebgnition, knowl-

edge representation and semantic processes (see (McN&0@g) for a review

of methods, issues, and findings). Our own data which wasdhis ffor this article

concerned association norms for German verbs and noundDditadase of Noun
Associations for GermatMelinger and Weber, 2006) can be accessed online.

6.2. ANALYSES OF ASSOCIATION DATA

In parallel to the interest in collecting association ngrmesearchers have analysed
association data in order to get insight into semantic mgrand — more specifi-
cally — issues concerning semantic relatedness. The fitpparagraphs provide
an overview of these analyses, starting with theoreticalsitterations on rela-
tionships between stimuli and responses in associatioms¢not actually based
on collected data), and progressing towards analyses td#ctedl norms, which
eventually got together with research in (Statistical)uMalt Language Processing.
Clark (1971) identified relations between stimulus words #meir associa-
tions on a theoretical basis, not with respect to collectegbeiation norms. He
categorised stimulus-association relations into subgrates of paradigmatic and
syntagmatic relations, such as synonymy and antonymyctemal preferences,
etc. Heringer (1986) concentrated on syntagmatic assmegato a small selection
of 20 German verbs. He asked his subjects to provide questimds as associ-
ations (e.g.wer ‘who’, warum‘why’), and used the responses to investigate the
valency behaviour of the verbs. Spence and Owens (1990)ezhtivat associative
strength and word co-occurrence are correlated. Theistigation was based on
47 pairs of semantically related concrete nouns, as takemtineWord Association
Norms(Palermo and Jenkins, 1964), and their co-occurrence soarag window
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of 250 characters in the 1-million-word Brown corpus. Chuand Hanks (1989)
were the first to apply information-theoretic measures tgpgs data in order to
predict word association norms. However, they did not relyooevaluate against
existing association data, but rather concentrated on $iageuof the measure
for lexicographic purposes. Rapp (2002) brought togethsearch questions and
methods from the above previous work: He developed corpssd approaches
to predict paradigmatic and syntagmatic associationgingelon the 100-million
word BNC corpus (BNC, 1995). Concerning paradigmatic a@ssons, he com-
puted word association as the similarity of context vegtapplying theCity block
distance(also known asManhattan distanceor L1 norm) as similarity measure.
A qualitative inspection revealed a strong overlap of gjtprsimilar words with
human associations, and a quantitative evaluation on tHeFLQest resulted in
an accuracy of 69%. Concerning syntagmatic associatianslemonstrated that
the word with the strongest co-occurrence to a target wand ¢dtered by a log-
likelihood test) corresponded to the first human assodciaifdhe respective target
word in 27 out of 100 cases. Rapp’s work used Hdinburgh Association The-
saurusas association database. In addition to his above contitajthis paper also
provided an illustration of how strongly the co-occurrenitgtance between target
stimuli and their associations was related to the respectiimber of responses to
the stimuli in the association norms. These results comgigraur co-occurrence
analyses in Section 4.3, providing an additional indicaibthe co-occurrence
hypothesis that includes the corpus distance.

Work by Fellbaum in the 1990s focused on human judgementsetoimg the
semantic relationships between verbs. Similarly to oubession experiment,
Fellbaum and Chaffin (1990) asked participants in an exparino provide as-
sociations to verbs. However, their work concentrated ab-verb relations and
therefore explicitly required verb responses to the venmgi. Also differently
to our work, they restricted their stimuli to only 28 verbkgtresulting verb-verb
pairs were manually classified into five pre-defined semastations. Fellbaum
(1995) investigated the relatedness between antonymolis &ad nouns and their
co-occurrence behaviour. Within that work, she searchedBtown corpus for
antonymous word pairs in the same sentence, and found thatdiess of the
syntactic category, antonyms occur in the same sententemith higher-than-
chance frequencies. Last but not least, the WordNet orgtois of the various
parts-of-speech does rely on psycholinguistic evideneelange extent (Fellbaum,
1998).

Our own work, of course, is also closely related to this &tiParts of the analy-
ses have been published before, with Schulte im Walde anihdél(2005) inves-
tigating the associates to verbs, Roth (2006) performiradyaes on the associates
to nouns, and Schulte im Walde et al. (2007) bringing the aerdb noun analyses
together, to investigate their usefulness with respecidwilbutional descriptions.
Furthermore, concerning the analyses of verb associatgsjlt8 im Walde and
Melinger (2008) performed a more in-depth analysis of th@courrence distri-
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butions of stimulus-response pairs. Guida (2007) can bsidered as a first piece
of cross-linguistic work. She replicated most of our anatysn verb association
norms for Italian verbs. Finally, Melinger et al. (2006) koithhe noun associations
as input to a soft clustering approach, in order to predietmambiguity, and to
discriminate the various noun senses of ambiguous stirmduss.

6.3. HUMAN DATA ON RELATEDNESS FOR NLP PURPOSES

In the following, we present a selection of work that cokdesthuman judgements
on semantic relatedness, other than the "classical assocrorms” covered above.

On the one hand, there is an enormous number of approachassdthhuman
judgements on semantic relatedness for the developmefdrahd assessment of
linguistic resources and methods. It is impossible to colwverwealth of methods
and data, so we just pick two examples: McCarthy et al. (2@08gcted human
rankings on the semantic relatedness of word pairs, bedaegewvere interested
in the semantic similarity of particle verbs with respecttheir base verbs, to
evaluate models of particle verb compositionality. SimyaGurevych et al. (2007)
collected human rankings across part-of-speech word,@sused them as gold
standard semantic relatedness data within Informationdvat experiments.

However, more closely related to this article are approsdhat collected data
similar to human associations on a more general basis irgfetio semantic relat-
edness. The following selection of work is restricted toergcapproaches where
the human data as well as the types of relatedness are malstrsomour associa-
tion data. As alternative source for semantic relationseaechers have used texts
and asked readers of the texts to detect (and partly defimes) gasets of words
that are semantically related. For example, Morris andtH#804) performed a
study on lexical semantic relations that ensure text cohesis based on human
labels of semantic text relations. Their relations were nestricted to combina-
tions of certain morpho-syntactic categories but acrossgogies, and included
e.g. descriptive noun-adjective pairs (suctpesfessors/brillian}, or stereotypical
relations (such akomeless/drunk Beigman Klebanov also worked text-based:
Beigman Klebanov and Shamir (2006) investigated how welllees do agree on
which items in a text are lexically cohesive, and why (i.esdd on which semantic
relations); Beigman Klebanov (2006) continued on this wamkestigated form-
based clues to lexical cohesion in text, and modelled therédations by various
WordNet similarity measures. Differently to our work andettvork by Morris
and Hirst, Beigman Klebanov and Shamir did ask their expeminparticipants
to identify word pairs that are semantically related, bugytldid not ask them to
classify the relationships between the words.

Sinopalnikova (2004) collected word associations for Russacross part-of-
speech categories. As in our study, she analysed the cogasctrrence of the
stimulus-response pairs. Using a window of 10 words, shadotp-occurrence
for 36% of the association data. In addition, she performedhtuitive analysis
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of the various types of relationships between stimuli arsbaiates. She demon-
strated that the association norm contains a larger vatiwety typically covered

by a thesaurus, and thus suggested word association norangseful means for
constructing NLP resources, such as WordNet.

Boyd-Graber et al. (2006) performed a large-scale studgmMmcation a seman-
tic relation similar to association. They define evocatisrirow much one concept
evokes or brings to mind the other”. 20 Princeton undergaekirated evocation
in 120,000 pairs of WordNet synsets, drawn randomly fromsgtiset pairs de-
fined from a set of 1,000 “core” synsets (as compiled by thedNet group);
as a relationship between concepts, evocation is a relagbmeen meanings as
expressed by synsets, not a relation between words; funtrer, it is not always a
symmetrical relation (e.g., between the synsieitar—greer). The goal of the study
was to enhance WordNet by adding a cross-part-of-speechdfinnderspecified
relation (and its strength).

Finally, Schulte im Walde (2008) relied on the verb assomatlata within this
article, and investigated whether the human associationgtbs could help to
identify salient features within an automatic inductiorsemantic verb classes.

7. Summary and Conclusions

This article presented a study to identify, distinguish guadntify the various types
of semantic associations provided by humans, and to idtestheir usage for NLP
purposes. Within a first series of analyses we investigdtedniorpho-syntactic
categories and the contextual functions that are repreddént the associates with
respect to the experiment stimuli. We demonstrated thahsiqglay a major role
among the content word categories; this finding supportpith@ominant usage of
noun features in distributional word representations. ddi#gon, we showed that
there is an extremely strong correlation between the fraloeeombinations in a
grammar model and frame-slot combinations activated bydai®; no linguistic
functions could be considered to be prominent to representeptual nominal
roles for verbs. A final analysis illustrated that clearlg thoun associations are not
restricted to verb subcategorisation role fillers, and thatise-internal adjuncts as
well as clause-external, scene-related information otdvanowledge should also
play a role as features: we showed that the co-occurrenaengsion holds for
our German association data, to a large extent. Thesesasigljest co-occurrence
information for an appropriate usage in empirical deswi of word properties,
an important insight since co-occurrence information seesally less expensive
(because no high-level pre-processing such as parsingéssary), and therefore
easier to obtain — especially in languages with few NLP resgsiavailable — than
annotated data.

A second part of the paper investigated the semantic relRti@tween exper-
iment stimuli and associates. We identified relationshipsepresented in Ger-
maNet relations for 47/17% of the verb-verb and noun-noursptne most com-
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mon relationships refer to variants of tiea relation, capturing hypernymy, hy-
ponymy, and co-hyponymy. However, the major proportiorhefstimulus-associate
pairs could not be related via GermaNet. This result dennatest that a) there are
missing links in GermaNet, and our association data prevideseful starting point
to enhance the taxonomy; and b) relations other than thodedcim GermaNet
(such as temporal order, cause, and consequence for veripaies, and condition,
instrument, and result for noun-noun pairs) are represeinta large proportion of
the stimulus-associate pairs. These data could be subawmdedalso segelations
in GermaNet, but it is obvious that one would prefer more fin@ined distinctions.
We are specifically interested in those cases, because wetd¢lkpt human associa-
tions cover the range of possible semantic relations tag lextent, and we believe
that they represent an excellent basis for defining an exlialset, as alternative to
e.g. text-based relations (Morris and Hirst, 2004; Beigid&banov and Shamir,
2006). One line of future work therefore concerns the idamatiion and definition
of the various verb-verb and noun-noun relations within association norms (as
a first step), and then to use the classified pairs in orderam ldistributional
cues to distinguish among the various relationships. ThismMedge concerning
the diversity of semantic relations is a crucial ingrediart NLP resources and
applications, such as taxonomy and ontology learning,atlness extraction, and
summarisation, so it is important to identify an exhaussigeof relations.

A further contribution of this article concerns the genisiaion of the above
insights. For each of the individual analyses, we demotestréghat the results
are to a large extent correlated with the semantic classéiseo$timulus words,
and/or with their corpus frequencies. This observatiompartant with respect to
both our goals: we infer that distributional feature dgsttons as well as semantic
relationships as described above will only cover the “agetfaf word meaning as-
pects. If one is concerned with specifying word propertied word-word relations
with respect to individual words, the semantic class andrdguency range of that
word should be taken into account. For example, even thoaghsiare clearly the
dominant part-of-speech with respect to our analyses, doressemantic classes
adjectives or adverbs play a major role. This insight shdwdele an impact on
the choice of features to describe word meaning aspectggestigg to go beyond
the pre-dominant categories and contextual functionsimvttie selection of word
features.

A final remark concerns a caveat with respect to our analyEeere are, of
course, more aspects of the association norms than thoseedoby our analyses,
and there are more resources that could be used for suchsasalyhis article
was restricted to issues concerning a) which analyses mpigivide insight into
the selection and acquisition of features to describe woedning aspects, word
similarities, and word relationships, and b) which resesrare appropriate and
available with respect to these analyses. Additionallfthwespect to the noun
stimuli used in our study, we included only depictable, anereéfore concrete,
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objects with minimal ambiguity. The extent to which the pats of association
would be mirrored for abstract or polysemous stimuli is eac!

In conclusion, we believe that the association norms haveriboted to the
understanding of issues in computational linguistics.rEvmugh the data repre-
sent a collection of word-word associations on a limitedescthey have proven
useful to get insight into the computational modelling ofrdsoand word features.
There is even more potential within the norms, which e.gl alibw us to address
representational and distributional requirements wigpest to the modelling of
polysemy in future work.

Notes

1Few resources are semantically annotated and provide sierieformation off-the-shelf (such
asFrameNet(Fillmore et al., 2003) an@ropBank(Palmer et al., 2005)).

2The association norms for verbs and nouns were originallgcted in independent studies with
different goals; as a consequence they differ somewhatimigthods used for data collection.

3Despite these instructions, some participants failed ¢éocapitalisation, leading to some ambi-
guity. Similarly, the participants provided some multiwd@xpressions.

4As in the responses to the verb stimuli, we found that notatigipants used capitalisation regu-
larly to distinguish nouns from the other parts-of-speddfe hand-coding for the database therefore
required a forced choice of POS to be made. If a participapéaged to use capitalisation regularly
(i.e., never capitalised responses that could not posbilyouns, such as adjectives) then we based
the POS coding on this distinguishing characteristic. # garticipant did not use capitalisation
regularly, then the response was classified as the moregnégsage of the word.

5This cut-off is arbitrary and only for illustrative purpase

®Throughout the article, the probabilities within the arsaly are proportions of the absolute
frequencies for a certain relationship over all responkeris.

"Note that these proportions are not restricted to the 1Q/fi&tfons which cover at least 1% of the
stimulus-associate pairs, but include all functions foimthe grammaf(’total found in grammar’).

8The original analyses in Schulte im Walde and Melinger (3G0% Roth (2006) used various
window sizes; the 20-word window was considered the mogstilative case for covering a local
context that goes beyond the clause boundaries.

°Note, however, that the 28/41% subcategorised nouns cgrbertompared indirectly with the
76/88% co-occurring nouns/verbs, because the former nelgrdy 35 million of the 200 million
word corpus.

1%The analyses in this section are restricted to target-&seguairs with identical part-of-speech,
as they are the most prominent relations in WordNet.

Note that the GermaNet relations are provided for relatigres (in contrast to our analysis
citing tokens).

12Note that the number of encoded relations in GermaNet differongly across relation types,
which influenced the number of tokens that could potentiadiyfound.
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