Summary

1. Motivation

The verb is central to the structure and the meaning of a seateand therefore lexical verb
resources play an important role in supporting computatiapplications in Natural Language
Processing (NLP). But it is tedious and rather impossiblaanmually define the details of human
language. Therefore, especially semantic lexical regsurepresent a bottleneck in NLP, and
methods for the acquisition of large amounts of knowledgé womparably little manual effort
have gained importance. In this context, | have investijéte potential and the limits of an
automatic acquisition of semantic classes for German verbs

Semantic Verb Classes

Semantic verb classes are an artificial construct of naamgliage which generalises over verbs
according to their semantic properties. They represerdetipal means to capture large amounts
of verb knowledge without defining the idiosyncratic detddr each verb. The class labels refer
to the common semantic properties of the verbs in a class ehergl conceptual level, and the
idiosyncratic lexical semantic properties of the verbs @tker added to the class description
or left underspecified. Examples for conceptual structare$ositionverbs such aegen‘to

lie’, sitzen'to sit’, steherito stand’, andVianner of Motion with a Vehiclgerbs such atahren

‘to drive’, fliegen‘to fly’, rudern‘to row’. Semantic verb classes have been defined for several
languages, the most dominant examples concerning Engksin( 1993; Bakeet al., 1998) and
Spanish (Vazqueet al,, 2000). To my knowledge, no German verb classification idavie for
NLP applications. Such a classification would thereforevigl® a principled basis for filling a
gap in available lexical knowledge.

What is the usage of verb classes in Natural Language Pingegsplications? On the one hand,

verb classes reduce redundancy in verb descriptions, giegeencode the common properties
of verbs. On the other hand, verb classes can predict aneé @foperties of a verb that received

insufficient empirical evidence, with reference to verbgha same class: under this aspect,
a verb classification is especially useful for the pervagrablem of data sparseness in NLP,
where little or no knowledge is provided for rare events. viergs work on verb classes has

proven their usefulness: particularly the English vertssifécation by Levin (1993) has been

used for NLP applications such as word sense disambigu@dom and Jones, 1996), machine
translation (Dorr, 1997), and document classification yites and Kan, 1998).
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Automatic Induction of German Semantic Verb Classes

But how can we obtain a semantic classification of verbs dargia tedious manual definition of

the verbs and the classes? A semantic classification deraatefsition of semantic properties,

but it is difficult to automatically induce semantic featsifeom available resources, both with
respect to lexical semantics and conceptual structurerefdre, the construction of semantic
classes typically benefits from a long-standing linguibtypothesis which asserts a tight con-
nection between the lexical meaning of a verb and its bebavio a certain extent, the lexical

meaning of a verb determines its behaviour, particularighwespect to the choice of its argu-
ments, cf. Levin (1993, page 1). We can utilise this meataigaviour relationship in that we

induce a verb classification on basis of verb features daagriverb behaviour (which are easier
to obtain automatically than semantic features) and expeatesulting behaviour-classification
to agree with a semantic classification to a certain extent.

A common approach to define verb behaviour is captured byittbheasis alternation of verbs.
Alternations are alternative constructions at the sys&xantic interface which express the
same or a similar conceptual idea of a verb. In Example (B,nlost common alternations
for the Manner of Motion with a Vehicleerb fahren‘to drive’ are illustrated. The participants
in the conceptual structure are a vehicle, a driver, a drpgnson, and a direction. In (a), the
vehicle is expressed as subject in a transitive verb cortgtiny with a prepositional phrase in-
dicating the direction. In (b), the driver is expressed dgestt in a transitive verb construction,
with a prepositional phrase indicating the direction. Ij {be driver is expressed as subject in
a transitive verb construction, with an accusative noumghindicating the vehicle. In (d), the
driver is expressed as subject in a ditransitive verb canostm, with an accusative noun phrase
indicating a driven person, and a prepositional phraseatutig the direction. Even if a certain
participant is not realised within an alternation, its ctmttion might be implicitly defined by
the verb. For example, in (a) the driver is not expressediyybut we know that there is a driver,
and in (b) and (d) the vehicle is not expressed overtly, bukmav that there is a vehicle.

(1) (a) Der Wagen fahrtin die Innenstadt.
‘The car drives to the city centre.

(b) Die Frau fahrt nach Hause.
‘The woman drives home.’

(c) Der Filius fahrt einen blauen Ferrari.
‘The son drives a blue Ferrari.’

(d) Der Junge fahrt seinen Vater zum Zug.
‘The boy drives his father to the train.

Assuming that the verb behaviour can be captured by theadimtlalternation of a verb, which
are the relevant syntactic and semantic properties fortadescription? The syntactic structures
are relevant for the argument functions, the prepositiomsadevant to distinguish e.g. directions
from locations, and the selectional preferences of theegtu@l entities are relevant, since they
determine the participant roles. Therefore, | have chogestly these three feature levels to
describe the verbs by their behaviour.



SUMMARY 325

Assuming that we are provided with a feature descriptiorvéwb behaviour, how can we obtain
a semantic verb classification? | have applied a clustefg@yighm which uses the syntactico-
semantic descriptions of the German verbs as empirical pesperties and learns to induce
a semantic classification from this input data. But sometiihés something of a black art
when applying multivariate clustering to high-dimensibnatural language data, since we do
not necessarily find out about the relevance of data typdsednterpretation of the data by the
clustering algorithm. But the data and the clustering tepimshould be based on the linguistic
background of the task. Therefore, | have focused on theviiig sub-goals of the clustering
task: | empirically investigated the definition and the picad usage of the relationship between
verb meaning and verb behaviour, i.e. (i) which exactly &ee demantic features that define
verb classes, (ii) which exactly are the features that defmke behaviour, and (iii) can we use
the meaning-behaviour relationship of verbs to induce etabses, and to what extent does the
meaning-behaviour relationship hold? In addition, | inigeged the relationship between clus-
tering idea, clustering parameters and clustering reisuttrder to develop a clustering method-
ology which is suitable for the demands of natural langudde clustering outcome cannot be
a perfect semantic verb classification, since (i) the megbghaviour relationship on which we
rely for the clustering is not perfect, and (ii) the clusterimethod is not perfect for the ambigu-
ous verb data. But only if we understand the potential andithiés of the sub-goals, we can
develop a methodology which can be applied to large-scdée da

2. Clustering M ethodology

The clustering methodology brings together the concept@eaman semantic verb classifica-
tion, empirical data for a verb description at the syntaxiaetic interface, a clustering tech-
nique, and methods for the evaluation of the clustering exysnts. The clustering results are
interpreted with respect to the empirical relation betweeno meaning and verb behaviour, the
development of a methodology for natural language clusgernd the acquisition of semantic
verb classes.

German Verb Classes

| manually defined 43 German semantic verb classes congalrti partly ambiguous German
verbs. The construction of the German verb classes is pijmzased on semantic intuition:
Verbs are assigned to classes according to similarity aéd¢and conceptual meaning, and each
verb class is assigned a conceptual class label. The clasls lare given on two conceptual
levels; coarse labels such B&nner of Motionare sub-divided into finer labels, suchlazco-
motion, Rotation, Rush, Vehicle, FlotatidBecause of the meaning-behaviour relationship at the
syntax-semantic interface, the verbs grouped in one class a certain agreement in their be-
haviour. The class size is between 2 and 7, with an averag® ot8bs per class. Eight verbs are
ambiguous with respect to class membership. The classkesléboth high and low frequency
verbs: the corpus frequencies of the verbs range from 8 %041, The manual classification
represents a gold standard in order to evaluate the refyabiid performance of the clustering
experiments.
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| provide a detailed class description which is closelyteglao Fillmore’s scenes-and-frames
semantics (Fillmore, 1977, 1982), as computationallysed in FrameNet(Bakeret al.,, 1998;
Johnsoret al,, 2002). The frame-semantic class definition contains agpsogne description,
predominant frame participant and modification roles, aath& variants describing the scene.
The frame roles have been developed on basis of a large Gerevespaper corpus from the
1990s. They capture the scene description by idiosyngratiicipant names and demarcate ma-
jor and minor roles. Since a scene might be activated by wafiame embeddings, | have listed
the predominant frame variants as found in the corpus, rdarkth participating roles, and at
least one example sentence of each verb utilising the rigpé&@me. The corpus examples are
annotated and illustrate the idiosyncratic combinatidnigxical verb meaning and conceptual
constructions, to capture the variants of verb senses. raheefvariants with their roles marked
represent the alternation potential of the verbs, by cammgethe different syntactic embeddings
to identical role definitions.

Empirical Distributions for German Verbs

| have developed, implemented and trained a statisticahigva model for German which is
based on the framework of head-lexicalised probabiligirtext-free grammars. The idea origi-
nates from Charniak (1995), and this work has used an impitatien by Schmid (2000). The
statistical grammar model provides empirical lexical mfation, specialising on but not re-
stricted to the subcategorisation behaviour of verbs.

The German verbs are represented by distributional vectats features and feature values
in the distribution being acquired from the statisticalrgraar. The distributional description
is based on the hypothesis that ‘each language can be da$énlderms of a distributional
structure, i.e. in terms of the occurrence of parts relativether parts’, cf. Harris (1968).
The verbs are distributionally described on three levelhatsyntax-semantic interface, each
of them refining the previous level by additional informatioThe first levelD1 encodes a
purely syntactic definition of verb subcategorisation,gbeond levelD2 encodes a syntactico-
semantic definition of subcategorisation with preposaigmreferences, and the third leveB
encodes a syntactico-semantic definition of subcatedmnmsaith prepositional and selectional
preferences. So the refinement of verb features starts witinedy syntactic definition and step-
wise adds semantic information. The most elaborated gesnricomes close to a definition of
the verb alternation behaviour. | have decided on this three proceeding of verb descriptions,
because the resulting clusters and even more the chandestering results which come with a
change of features should provide insight into the meabiglgaviour relationship at the syntax-
semantic interface.

The following table presents three verbs from differenbvelasses and their ten most frequent
frame types with respect to the three levels of verb defimjteccompanied by the probability
values. The frame types indicate possible arguments inrémees: nominative (n), dative (d)
and accusative (a) noun phrases, reflexive pronouns (popiteonal phrases (p), expleties

(x), non-finite clauses (i), finite clauses (s-2 for verb setalauses, s-dass folassclauses,
s-ob forob-clauses, s-w for indireath-questions), and copula constructions (k). Prepositional
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phrases in the frames are referred to by case and prepgsitioim as ‘mip,;’, and ‘flr4.,". The
selectional preferences in the framesionrefer to the 15 top level nodes GfermaNet{Hamp
and Feldweg, 1997; Kunze, 200Qebewesefcreature’,Sachething’, Besitz'property’, Sub-
stanzsubstance’Nahrung'food’, Mittel ‘means’,Situation'situation’, Zustandstate’, Struktur
‘structure’, Physis‘body’, Zeit ‘time’, Ort ‘space’, Attribut ‘attribute’, Kognitives Objektcog-
nitive object’, Kognitiver Prozesscognitive process’. The preferences have been obtained by
frequency propagation through GermaNet on basis of norfilleak for arguments slots in the
grammar. The relevant frame slot for selectional prefezaefinement is underlined. The core
part of the verb description, the subcategorisation frarmas been evaluated on levéld and
D2: Schulte im Walde (2002b) describes the induction of a sidgcaisation lexicon from the
grammar model for a total of 14,229 verbs with a frequencwbeh 1 and 255,676. Schulte im
Walde (2002a) performs an evaluation of the subcategmisdata against manual dictionary
entries and shows that the lexical entries hold a poterdrahflding to and improving manual
verb definitions. The evaluation results justify the uéitien of the subcategorisation frames as
a valuable component for supporting NLP-tasks.

Verb Distribution
DI D2 [ D3
beginnen || np 0.43( n 0.28 || n(Situation) 0.12
‘to begin’ || n 0.28 || np:umyx 0.16 || np:umyk(Situation) | 0.09
ni 0.09 || ni 0.09 || np:mitp,(Situation) | 0.04
na 0.07 || np:mitp,¢ 0.08 || ni(Lebewesen) 0.03
nd 0.04 || na 0.07 || n(Zustand) 0.03
nap | 0.03 | np:anpg: 0.06 || np:anp.¢(Situation) | 0.03
nad 0.03 || np:inpa¢ 0.06 || np:inp.(Situation) 0.03
nir 0.01|| nd 0.04 || n(Zeit) 0.03
ns-2 | 0.01]| nad 0.03 || n(Sache) 0.02
Xp 0.01 || np:nachy,: | 0.01 || ngSituation) 0.02
essen na 0.42 || na 0.42 || na(Lebewesen) 0.33
‘to eat’ n 0.26 || n 0.26 || naNahrung) 0.17
nad | 0.10|| nad 0.10 || naSache) 0.09
np 0.06 || nd 0.05 || n(Lebewesen) 0.08
nd 0.05|| ns-2 0.02 || ngLebewesen) 0.07
nap | 0.04 || np:aufp,: | 0.02 | n(Nahrung) 0.06
ns-2 | 0.02| ns-w 0.01 || n(Sache) 0.04
ns-w | 0.01 || ni 0.01 || nd(Lebewesen) 0.04
ni 0.01 {| np:mitp,; | 0.01 || nd(Nahrung) 0.02
nas-2| 0.01 | np:inpa: 0.01 || naAttribut) 0.02
fahren n 0.34 | n 0.34 || n(Sache) 0.12
‘to drive’ || np 0.29|| na 0.19 || n(Lebewesen) 0.10
na 0.19 || np:inagk 0.05 || na(Lebewesen) 0.08
nap | 0.06| nad 0.04 || naSache) 0.06
nad 0.04 || Np:zZUpat 0.04 || n(Ort) 0.06
nd 0.04 || nd 0.04 || na(Sache) 0.05
ni 0.01 || np:nachy, | 0.04 || np:inggr(Sache) 0.02
ns-2 | 0.01 || np:mMitpy; 0.03 || np:zup.¢(Sache) 0.02
ndp | 0.01| np:inpa: 0.03 || np:inagr(Lebewesen) 0.02
ns-w | 0.01 | np:aufp.; 0.02 || np:nachy,¢(Sache) 0.02
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D1 for beginnerito begin’ defines ‘np’ and ‘n’ as the most probable frame typ€ven by split-
ting the ‘np’ probability over the different PP typesi?2, a number of prominent PPs are left,
the time indicatingumy,, andnachy,;, mity,; referring to the begun everdn,,; as date and
inpy: as place indicator. It is obvious that not all PPs are argwr@@s, but also adjunct PPs
represent a part of the verb behavioi3 illustrates that typical selectional preferences for be-
ginner roles ar&ituation, Zustand, Zeit, Sach@3 has the potential to indicate verb alternation
behaviour, e.g. ‘n@ituation)’ refers to the same role for the direct objecaitransitive frame
as ‘n(Situation)’ in an intransitive frameessento eat’ as an object drop verb shows strong
preferences for both intransitive and transitive usagedésired, the argument roles are strongly
determined by.ebeweseiffor both ‘n" and ‘na’ andNahrungfor ‘na’. fahren‘to drive’ chooses
typical manner of motion frames (‘n’, ‘np’, ‘na’) with the fiaing PPs being directionain(4,
ZUp,:, Nachy,,) or referring to a means of motiomgty,;, iNp.:, aufp,;). The selectional pref-
erences represent a correct alternation behaviebeweseim the object drop case for *mnd
‘na’, Sachdn the inchoative/causative case fof and ‘nd.

Clustering and Evaluation Techniques

The clustering of the German verbs was performed by the kAsledgorithm, a standard unsu-
pervised clustering technique as proposed by Forgy (198%h k-Means, initial verb clusters
are iteratively re-organised by assigning each verb tdatsest cluster and re-calculating cluster
centroids until no further changes take place. Applyingkideans algorithm assumes (i) that
verbs are represented by distributional vectors, andh@d Yerbs which are closer to each other
in a mathematically defined way are also more similar to edlclron a linguistic way.

k-Means includes various cluster parameters: The numbdusfers is not known beforehand,
so the clustering experiments investigate this paramBtdated to this parameter is the level of
conceptual structure: the more verb clusters are foundmibre specific the conceptual level,
and vice versa. The clustering input was varied accordingot® much pre-processing we in-
vested. k-Means is sensitive to the input, and the resutimster shape should match the idea
of verb classes. | therefore tried random cluster input aachtchically pre-processed cluster
input (with amalgamations single-linkage, complete-¢igk, average distance between verbs,
distance between cluster centroids, Ward’s method) tostiy&te the impact of the input on the
output. In addition, we can find various notions of defining similarity between distributional
vectors. But which does best fit the idea of verb similarityf®e potential and the restrictions
of the natural language clustering approach have beenapmaethith reference to a small-scale
German verb classification and discussed and tested on désdion of a large-scale German
verb classification.

A clustering evaluation demands an independent and reli@gasure for the assessment and
comparison of clustering experiments and results. In thebe clustering researcher has ac-
quired an intuition for the clustering evaluation, but imgise the mass of data on the one hand
and the subtle details of data representation and clugtatyorithms on the other hand make an
intuitive judgement impossible. There is no absolute seaith which to measure clusterings,
but a variety of evaluation measures from diverse areas asitheoretical statistics, machine
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vision and web-page clustering are generally applicabdseB on a series of general evaluation
demands, general clustering demands and specific linguaisistering demands, | compared a
number of measures against each other and according to thands, and determined three
measures as the most suitable for the linguistic clusteesky: a pair-wise precision and recall
measure which has been used in adjective clustering befatiyassiloglou and McKeown,
1993) and provides an easy to understand percentage, astegtipair-wise precision measure
which introduces a scaling factor based on the size of alsisigd comes closest to the linguistic
demands on a clustering result (Schulte im Walde and Bre@2R@nd the adjusted Rand index
which is a measure of agreement vs. disagreement betweeat @gjirs in clusterings that is
corrected for chance (Hubert and Arabie, 1985) and prouigesnost appropriate reference to
a null model. The measures compared the results of clugtekperiments against the manual
verb classification as gold standard.

Clustering Examples

For illustrative purposes, | present representative pafrtbe cluster analysis as based on the
following parameters: the clustering input is obtainedrfrahierarchical analysis on the German
verbs (Ward’s amalgamation method), the number of clusteirgg the number of manual classes
(43); similarity measure is performed by the skew divergemcvariant of the Kullback-Leibler
divergence. The cluster analysis is based on the verb gésoron D3, with selectional roles for
‘n’, ‘na’, ‘nd’, ‘nad’, ‘ns-dass’. | compare the respective clusters with their petsdanderD1
andD2. For each cluster, the verbs which belong to the same gatdiate class are presented
in one line, accompanied by the class label.

(a) beginnen endenAspect
bestehen existierenExistence
liegen sitzen stehenPosition
laufen —Manner of Motion: Locomotion

(b) kriechen rennen Manner of Motion: Locomotion
eilen —Manner of Motion: Rush
gleiten —Manner of Motion: Flotation
starren -Facial Expression

(c) klettern wandern Manner of Motion: Locomotion
fahren fliegen segelnManner of Motion: Vehicle
flieRen -Manner of Motion: Flotation

(d) festlegen -Constitution
bilden —Production
erhohen senken steigern vergrof3ern verkleingQuantum Change

(e) téten —Elimination
unterrichten Jeaching

() nieseln regnen schneienMeather
(g) dammern Weather
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The weather verbs in cluster (f) strongly agree in their agti¢ expression o1 and do not
needD2 or D3 refinements for a successful class constitutiddmmernin cluster (g) is am-
biguous between a weather verb and expressing a sense aktamilng; this ambiguity is
idiosyncratically expressed iP1 frames already, sdammerns never clustered together with
the other weather verbs anl — 3. Manner of Motion, Existence, Positiand Aspectverbs
are similar in their syntactic frame usage and thereforegetetogether orD1, but adding PP
information distinguishes the respective verb clasbtmner of Motiorverbs primarily demand
directional PPsAspectverbs are distinguished by patientt;,; and time and location preposi-
tions, andexistenceandPositionverbs are distinguished by locative prepositions, Wdisition
verbs showing more PP variation. The PP information is eégddor successfully distinguishing
these verb classes, and the coherence is partly destroyPd:bylanner of Motionverbs (from
the sub-classesocomotion, Rotation, Rush, Vehicle, Flotafiare captured well by clusters
(b) and (c), since they inhibit strong common alternatidms,cluster (a) merges thexistence,
PositionandAspectverbs, since verb-idiosyncratic demands on selectiones iestroy the)?2
class demarcation. Admittedly, the verbs in cluster (a)ctose in their semantics, with a com-
mon sense of (bringing into vs. being in) existenta&ufenfits into the cluster with its sense
of ‘to function’. Cluster (d) contains most verbs Quantum Changetogether with one verb
of Productionand Constitutioneach. The semantics of the cluster is therefore rather gure.
verbs in the cluster typically subcategorise a direct dbgternating with a reflexive usage, ‘nr’
and ‘npr’ with mostlyauf,,, andumy,,. The selectional preferences help to distinguish this
cluster: the verbs agree in demanding a thing or situaticubgect, and various objects such as
attribute, cognitive object, state, structure or thinglajgct. Without selectional preferences (on
D1 andDz2), the change of quantum verbs are not found together witkahee degree of purity.
There are verbs as in cluster (e), whose properties arectigregated as similar o1 — 3, so

a common cluster is justified; but the verbs only have coassenton meaning components, in
this casadtenandunterrichtenagree in an action of one person or institution towards avoth

The same cluster analysis has been applied in a large-sqaeiment: | extracted all German
verbs from the statistical grammar model which appeareld antempirical frequency between
500 and 10,000 in the training corpus. This selection reduit a total of 809 verbs, including 94
verbs from the preliminary set of 168 verbs. | added the raimgiverbs of the preliminary set
(because of evaluation reasons), resulting in a total seteof 883 German verbs. The number
of clusters was set to 100, which corresponds to an average88fverbs per cluster. Some
clusters are extremely good with respect to the semantidagvef the verbs, some clusters
contain a number of similar verbs mixed with semanticalffedent verbs, and for some clusters
it is difficult to recognise a common semantic aspect of thdsie For each kind of result |
present examples. The verbs which | think semanticallylamare marked in bold font.

(a) anhoren'to listen’, auswirken'to affect’, einigen‘to agree’,lohnen‘to be worth’, verhalten
‘to behave’, wandeln‘to promenade’

(b) beschleunigefto speed up’pbilden‘to constitute’,darstellen‘to illustrate’, deckerito cov-
er’, erfillen‘to fulfil’, erhdhen‘to raise’,erledigen’to fulfil’, finanziererito finance’,fllen
‘to fill', I6sen‘to solve’, rechtfertigen‘to justify’, reduzieren‘to reduce’,senken‘to low-
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er’, steigern‘to increase’ verbesserrito improve’, vergrof3ern'to enlarge’,verkleinern‘to
make smaller’verringern ‘to decrease’yerschiebento shift’, verscharfen'to intensify’,
verstarken'to intensify’, verandern‘to change’

(c) ahnen‘to guess’,bedauern‘to regret’, beflrchten‘to fear’, bezweifeln'to doubt’, merken
‘to notice’, vermuten‘to assume’weil3ento whiten’, wissen'to know’

(d) anbieten‘to offer’, angebieteris a morphologically mistaken perfect participle of ‘toeff
bieten‘to offer’, erlauben‘to allow’, erleichtern‘to facilitate’, ermdglichen‘to make pos-
sible’, er6ffnen ‘to open’, untersagen'to forbid’, veranstalterito arrange’,verbieten‘to
forbid’

(e) basieren'to be based on’beruhen‘to be based on’resultieren‘to result from’, stammen
‘to stem from’

() befragen‘to interrogate’,entlassento release’,ermorden‘to assassinategrschiel3erto
shoot’,festnehmerito arrest’,téten‘to kill’, verhaften‘to arrest’

Cluster (a) is an example cluster where the verbs do not shaaming aspects. In the overall
cluster analysis, the semantically incoherent clustend te be rather large, i.e. with more
than 15-20 verb members. Cluster (b) is an example clusterava part of the verbs shows
overlap in their meaning aspects (quantum change), butltistecs also contain considerable
noise. Clusters (c) to (f) are example clusters where moatl merbs show a strong similarity
in their conceptual structures: Cluster (c) contains vespgessing a propositional attitude; the
underlined verbs in addition indicate an emotion. The omignarked verlwei3enalso fits into
the cluster, since it is a morphological lemma mistake ckdngith wissenwhich belongs to
the verb class. The verbs in cluster (d) describe a sceneewdmenebody or some situation
makes something possible (in the positive or negative 3erdext to a lemmatising mistake
(angebietens not an infinitive, but a morphologically mistaken perfpetticiple ofanbieten,
the only exception verb igeranstalten In cluster (e) all verbs refer to a basis, and in cluster
(f) the verbs describe the process from arresting to trg@atisuspect. A number of semantically
coherent classes needs little manual correction as a legisaurce. Semantically diverse verb
classes and clustering mistakes need to be split into firmare coherent clusters, or to be
filtered from the classification.

3. Conclusions

| have presented a clustering methodology for German vehaosa/results agree with the man-
ual classification in many respects and should prove ussfaléomatic basis for a large-scale
clustering. | did not arbitrarily set the parameters, bigiktto find an at least near-optimal com-
promise between linguistic and practical demands. Withoytdoubt the cluster analysis needs
manual correction and completion, but represents a pleulsdsis. Key issues of the clustering
methodology refer to linguistic aspects on the one hand,taridchnical aspects on the other
hand.
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Linguistic Aspects

The strategy of utilising subcategorisation frames, pséfmal information and selectional pref-
erences to define the verb features has proven successtd tee experiments illustrated a tight
connection between the induced verb behaviour and theitiditst of the semantic verb classes.
In addition, each level of representation has generateditiyeffect on the clustering and im-
proved the less informative level. The experiments preseidience for a linguistically defined
limit on the usefulness of the verb features, which is drimgthe dividing line between the com-
mon and idiosyncratic features of verbs in a verb class. IRideaunderlying idea of verb classes,
that the meaning components of verbs to a certain extentdigie their behaviour. This does not
mean that all properties of all verbs in a common class ardasiand we could extend and re-
fine the feature description endlessly. The meaning of vash¥prises both (a) properties which
are general for the respective verb classes, and (b) idioatia properties which distinguish the
verbs from each other. As long as we define the verbs by thageegres which represent the
common parts of the verb classes, a clustering can succeadyBtep-wise refining the verb
description and including lexical idiosyncrasy, the engihaf the common properties vanishes.
From the theoretical point of view, the distinction betweammon and idiosyncratic features
is obvious, but from the practical point of view there is naque perfect choice and encoding
of the verb features. The feature choice depends on thefispg@perties of the desired verb
classes, but even if classes are perfectly defined on a coroommeptual level, the relevant level
of behavioural properties of the verb classes might différe investigated combination within
this thesis has proven a useful compromise for feature igiecr.

Technical Aspects

| have investigated the relationship between clusterieg,idlustering parameters and clustering
result, in order to develop a clustering methodology wheckuitable for the demands of natural
language. The clustering input plays an important role. éakk needs similarly-sized clusters
in order to achieve a linguistically meaningful classificat The linguistically most success-
ful input clusters are therefore based on hierarchicaketusy with complete linkage or Ward'’s
method, since their clusters are comparably balanced @énasid correspond to compact clus-
ter shapes. The hierarchical clusterings actually reaoiiasi clustering outputs than k-Means,
which is due to the similarity of the clustering methods wiispect to the common clustering
criterion of optimising the sum of distances between veritb@duster centroids. The similarity
measure used in the clustering experiments is of secondggriance, since the differences in
clustering with varying the measure are negligible. Fagéaiobject and feature sets, Kullback-
Leibler variants show a tendency to outperform other measwonfirming language-based re-
sults on distributional similarity by Lee (2001). Both fregncies and probabilities represent a
useful basis for the verb distributions. A simple smootlohthe distributions supports the clus-
tering, but to be sure of the effect one would need to experiméh solid smoothing methods.
The number of clusters only plays a role concerning the ntadaiof numbers. Inducing fine-
grained clusters as given in the manual classification seenasnbitious intention, because the
feature distinction for the classes is fine-grained, todubiing coarse clusters provides a coarse
classification which is object to less noise and easier faruabcorrection.



