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## 1. Introduction

Multi bottom-up tree transducers were originally introduced and studied in [2, 11], albeit under different names. We consider the linear and extended variant, which we call mbot for short. мвот have good algorithmic properties $[8,12]$ and thus they were further developed into a formal model for tree-to-tree translation, which is a sub-discipline in syntax-based statistical machine translation (SMT). An open-source implementation of an SMT system based on shallow MBOT is available [4].

The semantics of our MBOT is defined by means of a derivation relation over sentential forms. We apply synchronous rewriting [5], which means that several parts of the sentential form develop (via the rules) at the same time. The left-hand side of a rule contributes to the input tree and the right-hand side to the output tree of the sentential form. For мвот, the right-hand side consists of a vector of trees, so it can act simultaneously at several positions in the output tree. The input and output positions that are supposed to be developed in parallel are recorded by active links $(v, w)$, which relate a position $v$ in the input tree to a position $w$ in the output tree. After applying a rule using active links, those used links are disabled. Thus disabled links simply record all links that were active at some point during the derivation. In this way, we preserve all links and can later argue about their structure, which will allow us to prove properties about мвот. Links are similar to origings of [3]. A dependency computed by an mbot is a triple which consists of an input tree, an output tree derived from it, and the set of all disabled links of the derivation.

Our first result is that the links in each dependency are organized hierarchically and that the distance between (input and output) link targets is bounded (Theorems 1 and 2). Then we provide generic linking theorems for $\varepsilon$-free мвот which, given an мвот that computes a tree relation with particular properties, predict certain natural links that must be present in the set of computed dependencies (Theorems 3 and 4). Theorem 3 concerns arbitrary compositions of $\varepsilon$-free XTOP ${ }^{\mathrm{R}}$ (which are $\varepsilon$-free MBOT whose right-hand sides contain at most one tree), whereas Theorem 4 concerns a single $\varepsilon$-free mbot. In both cases, we assume that the computed tree relation contains a sub-relation that is obtained by plugging trees from a simple, yet infinite tree language into an input-output context pair. Finally, we demonstrate in Section 5 how to apply these linking theorems to show that certain tree relations cannot be computed by any $\varepsilon$-free MBOT or by any composition of $\varepsilon$-free XTOP $^{R}$.

## 2. Preliminaries

We use the set $\mathbb{N}$ of all nonnegative integers and the set $\mathbb{N}_{+}$of all positive integers. The composition of relations $\rho$ and $\rho^{\prime}$ is denoted by $\rho ; \rho^{\prime}$, and the inverse of the relation $\rho$ is denoted by $\rho^{-1}$.
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Figure 1: Rules of the mвот $M_{\text {ex }}$.

The set of all finite words over $S$ is $S^{*}$, where $\varepsilon \in S^{*}$ is the empty word. The concatenation of the words $v, w \in S^{*}$ is $v . w$ or simply $v w$. The length of a word $w \in S^{*}$ is denoted by $|w|$. Given a word (or vector) $w \in \Sigma^{*}$ and $1 \leq i \leq|w|$, we write $w_{i}$ for the $i^{\text {th }}$ letter in $w$.

In the following, let $\Sigma$ be an alphabet and $S$ be a set with $\Sigma \cap S=\emptyset$. The set $T_{\Sigma}(S)$ of $\Sigma$-trees indexed by $S$ is defined as usual, and we let $T_{\Sigma}=T_{\Sigma}(\emptyset)$. Let $t \in T_{\Sigma}(S)$. The set $\operatorname{pos}(t) \subseteq \mathbb{N}_{+}^{*}$ of positions of $t$, the height $\operatorname{ht}(t)$ of $t$, and the size $|t|$ of $t$ are defined in the standard way. Further, for $w \in \operatorname{pos}(t)$, we denote by $t(w)$ the label of $t$ at $w$, and by $\left.t\right|_{w}$ the $w$-rooted subtree of $t$.

Positions are totally ordered by the lexicographic order $\sqsubseteq$ on $\mathbb{N}_{+}^{*}$ and partially ordered by the prefix order $\leq$ on $\mathbb{N}_{+}^{*}$. Given a finite set $P \subseteq \mathbb{N}_{+}^{*}$ of positions, we let $\vec{P}=\left(w_{1}, \ldots, w_{k}\right)$ be the vector of the positions of $P$ in lexicographic order, where $P=\left\{w_{1}, \ldots, w_{k}\right\}$ with $w_{1} \sqsubset \cdots \sqsubset w_{k}$. For a sequence $\vec{u}=\left(u_{1}, \ldots, u_{n}\right)$ of trees and positions $\vec{w}=\left(w_{1}, \ldots, w_{n}\right)$ of $t$ that are pairwise incomparable with respect to $\leq$, we let $t[\vec{u}]_{\vec{w}}$ denote the tree obtained from $t$ by replacing (in parallel) all subtrees $\left.t\right|_{w_{i}}$ at $w_{i}$ by $u_{i}$ for all $1 \leq i \leq n$. In the special case $n=1$, we also use the notation $t\left[u_{1}\right]_{w_{1}}$.

For every $s \in S$, we let $\operatorname{pos}_{s}(t)=\{w \in \operatorname{pos}(t) \mid t(w)=s\}$. If $\left|\operatorname{pos}_{s}(t)\right| \leq 1$ for every $s \in S$, then the tree $t \in T_{\Sigma}(S)$ is linear, and we denote the set of all linear trees of $T_{\Sigma}(S)$ by $T_{\Sigma}^{\text {lin }}(S)$. We reserve the sets $X=\left\{x_{i} \mid i \in \mathbb{N}_{+}\right\}$and $X_{n}=\left\{x_{i} \mid 1 \leq i \leq n\right\}$ of variables. A tree $t \in T_{\Sigma}\left(X_{n}\right)$ is an $n$-context over $\Sigma$ if $t$ is linear and all variables of $X_{n}$ occur in $t$. The set of all $n$-contexts over $\Sigma$ is denoted by $C_{\Sigma}\left(X_{n}\right)$. Given $c \in C_{\Sigma}\left(X_{n}\right)$ and $t_{1}, \ldots, t_{n} \in T_{\Sigma}$, we write $c\left[t_{1}, \ldots, t_{n}\right]$ for $c[\vec{t}]_{\vec{w}}$, where $\vec{t}=\left(t_{1}, \ldots, t_{n}\right)$ and $\vec{w}=\left(w_{1}, \ldots, w_{n}\right)$ with $w_{i} \in \operatorname{pos}_{x_{i}}(c)$ being the unique position of $x_{i}$ in $c$ for every $1 \leq i \leq n$.

## 3. Linear extended multi bottom-up tree transducers

A multi bottom-up tree transducer (for short: МВот) is a tuple $M=(Q, \Sigma, I, R)$ where $Q$ is the alphabet of states, $I \subseteq Q$ contains the initial states, $\Sigma$ is the alphabet of input and output symbols such that $\Sigma \cap Q=\emptyset$, and $R \subseteq T_{\Sigma}^{\operatorname{lin}}(Q) \times Q \times T_{\Sigma}(Q)^{*}$ is the nonempty, finite set of rules. We write $\ell \xrightarrow{q} \vec{r}$ for a rule $\langle\ell, q, \vec{r}\rangle \in R$. We require that all states in $\vec{r}$ appear in $\ell$ for every $\langle\ell, q, \vec{r}\rangle \in R$. If $|\vec{r}| \leq 1$ for all $\ell \xrightarrow{q} \vec{r}$ in $R$, then $M$ is a (linear) extended top-down tree transducer with regular look-ahead $[1,7,15]$ (for short: $\mathrm{XTOP}^{\mathrm{R}}$ ), and if $|\vec{r}|=1$ for all $\ell \stackrel{q}{-} \vec{r}$ in $R$, then it is a (linear) nondeleting XTOP ${ }^{R}$ (for short: n-XTOP). Finally, it is $\varepsilon$-free if $\ell \notin Q$ for all $\ell \xrightarrow{q} \vec{r}$ in $R$. Each rule $\ell \xrightarrow{q} \varepsilon$ is a look-ahead rule because it can be used to check whether an input subtree belongs to a certain regular tree language [10]. For the remaining discussion, let $M=(Q, \Sigma, I, R)$ be an мвот.

An example is the $\varepsilon$-free mbot $M_{\text {ex }}=(\{q\}, \Sigma,\{q\}, R)$ with $\Sigma=\left\{\sigma, \gamma_{1}, \gamma_{2}, \alpha\right\}$ and the set $R$ of rules containing $\sigma(\alpha, q, \alpha) \xrightarrow{q} \sigma(q, \alpha, q), \gamma_{1}(q) \stackrel{q}{-} \gamma_{1}(q) \cdot \gamma_{1}(q), \gamma_{2}(q) \stackrel{q}{-} \gamma_{2}(q) \cdot \gamma_{2}(q)$, and $\alpha \xrightarrow{q} \alpha \cdot \alpha$ (see Figure 1).

A link is just an element $(v, w) \in \mathbb{N}_{+}^{*} \times \mathbb{N}_{+}^{*}$. A sentential form over $Q$ and $\Sigma$ is a tuple $\langle\xi, A, D, \zeta\rangle$, where $\xi, \zeta \in T_{\Sigma}(Q)$ and $A, D \subseteq \operatorname{pos}(\xi) \times \operatorname{pos}(\zeta)$. Elements in $A$ and $D$ are called active and disabled links, respectively. We denote by $\mathcal{S F}(Q, \Sigma)$ the set of all sentential forms over $Q$ and $\Sigma$. The link structure $\operatorname{links}_{v, \vec{w}}(\ell \stackrel{q}{-} \vec{r})$ of the rule $\ell \stackrel{q}{-} \vec{r} \in R$ for positions $v$ and $\vec{w}=\left(w_{1}, \ldots, w_{|\vec{r}|}\right)$ with $v, w_{1}, \ldots, w_{|\vec{r}|} \in \mathbb{N}_{+}^{*}$ is

$$
\operatorname{links}_{v, \vec{w}}(\ell \stackrel{q}{-r})=\bigcup_{p \in Q} \bigcup_{i=1}^{|\vec{r}|}\left\{\left(v v^{\prime}, w_{i} w^{\prime}\right) \mid v^{\prime} \in \operatorname{pos}_{p}(\ell), w^{\prime} \in \operatorname{pos}_{p}\left(r_{i}\right)\right\}
$$



Figure 2: A derivation of the mbot $M_{\mathrm{ex}}$. The active links are clearly marked, whereas disabled links are shown in light gray.

For the left-most rule $\rho$ presented in Figure 1 and the positions $v=1.2$ and $\vec{w}=(2)$ we obtain the link structure $\operatorname{links}_{v, \vec{w}}(\rho)=\{(1.2 .2,2.1),(1.2 .2,2.3)\}$. Figure 1 shows the links of links ${ }_{\varepsilon,(\varepsilon, \ldots, \varepsilon)}(\rho)$ as splines for each $\rho \in R$ of $M_{\mathrm{ex}}$.

Given $\langle\xi, A, D, \zeta\rangle,\left\langle\xi^{\prime}, A^{\prime}, D^{\prime}, \zeta^{\prime}\right\rangle \in \mathcal{S F}(Q, \Sigma)$, we write $\langle\xi, A, D, \zeta\rangle \Rightarrow_{M}\left\langle\xi^{\prime}, A^{\prime}, D^{\prime}, \zeta^{\prime}\right\rangle$ if there exist a rule $\ell \underline{q} \vec{r} \in R$, an input position $v \in \operatorname{pos}_{q}(\xi)$, and actively linked output positions $\vec{w}=\overrightarrow{A(v)}$ such that (i) $|\vec{r}|=|\vec{w}|, \xi^{\prime}=\xi[\ell]_{v}$, and $\zeta^{\prime}=\zeta[\vec{r}]_{\vec{w}}$, and (ii) $D^{\prime}=D \cup L$ and $A^{\prime}=(A \backslash L) \cup \operatorname{links}_{v, \vec{w}}(\ell \underline{q} \vec{r})$ with $L=\{(v, w) \mid w \in A(v)\}$. The set $\mathcal{S} \mathcal{F}(M)$ of sentential forms computed by $M$ is

$$
\mathcal{S F}(M)=\left\{\langle\xi, A, D, \zeta\rangle \in \mathcal{S F}(Q, \Sigma) \mid \exists q \in I:\langle q,\{(\varepsilon, \varepsilon)\}, \emptyset, q\rangle \Rightarrow_{M}^{*}\langle\xi, A, D, \zeta\rangle\right\},
$$

and the set $\mathcal{D}(M)$ of dependencies computed by $M$ is $\mathcal{D}(M)=\left\{\langle t, D, u\rangle \mid t, u \in T_{\Sigma},\langle t, \emptyset, D, u\rangle \in \mathcal{S} \mathcal{F}(M)\right\}$. Finally, the tree relation computed by $M$ is $M=\{\langle t, u\rangle \mid\langle t, D, u\rangle \in \mathcal{D}(M)\}$.

A short derivation using the MBOT $M_{\text {ex }}$ is shown in Figure 2. It results in the dependency $\langle t,\{(\varepsilon, \varepsilon),(2,1),(2,3),(2.1,1.1),(2.1,3.1),(2.1 .1,1.1 .1),(2.1 .1,3.1 .1)\}, u\rangle$, where $t=\sigma\left(\alpha, \gamma_{1}\left(\gamma_{2}(\alpha)\right), \alpha\right)$ and $u=\sigma\left(\gamma_{1}\left(\gamma_{2}(\alpha)\right), \alpha, \gamma_{1}\left(\gamma_{2}(\alpha)\right)\right)$.

Next, we introduce some important properties for sets of links, sentential forms, and the set of dependencies computed by an mbot (see [13]). A set $L \subseteq \mathbb{N}_{+}^{*} \times \mathbb{N}_{+}^{*}$ of links is (i) input hierarchical if $v_{1}<v_{2}$ implies both $w_{2} \nless w_{1}$ and that there exists $\left(v_{1}, w_{1}^{\prime}\right) \in L$ with $w_{1}^{\prime} \leq w_{2}$, and (ii) strictly input hierarchical if $v_{1}<v_{2}$ implies $w_{1} \leq w_{2}$ and $v_{1}=v_{2}$ implies that $w_{1}$ and $w_{2}$ are comparable with respect to $\leq$, for all $\left(v_{1}, w_{1}\right),\left(v_{2}, w_{2}\right) \in L$. A sentential form $\langle\xi, A, D, \zeta\rangle \in \mathcal{S F}(Q, \Sigma)$ is (strictly) input hierarchical whenever $A \cup D$ is. Finally, $\mathcal{D}(M)$ has those properties if for each $\langle t, D, u\rangle \in \mathcal{D}(M)$ the corresponding sentential form $\langle t, \emptyset, D, u\rangle$ has them [i.e., $D$ has them]. The property (strictly) output hierarchical can be defined by requiring the corresponding input-side property for the inverted set $L^{-1}$ of links, the inverted sentential form $\left\langle\zeta, A^{-1}, D^{-1}, \xi\right\rangle$, and the set $\mathcal{D}(M)^{-1}=\left\{\left\langle u, D^{-1}, t\right\rangle \mid\langle t, D, u\rangle \in \mathcal{D}(M)\right\}$.

The links $L$ illustrated in the last derivation step of Figure 2 are input hierarchical. They are not strictly input hierarchical because $(2,1),(2.1,3.1) \in L$ violates the stricter condition. However, $L$ is strictly output hierarchical.

Theorem 1 (see [13, Lm. 22]) Let $M$ be an мвот. (i) The set $\mathcal{D}(M)$ is input hierarchical and strictly output hierarchical. (ii) If $M$ is an $\mathrm{XtOP}^{\mathrm{R}}$, then $\mathcal{D}(M)$ is also strictly input hierarchical.

Let $b \in \mathbb{N}$. A sentential form $\langle\xi, A, D, \zeta\rangle \in \mathcal{S} \mathcal{F}(Q, \Sigma)$ has (i) link distance $b$ in the input if for all links $\left(v_{1}, w_{1}\right),\left(v_{1} v^{\prime}, w_{2}\right) \in A \cup D$ with $\left|v^{\prime}\right|>b$ there exists a link $\left(v_{1} v, w_{3}\right) \in A \cup D$ such that $v<v^{\prime}$ and $1 \leq|v| \leq b$, and (ii) strict link distance $b$ in the input if for all positions $v_{1}, v_{1} v^{\prime} \in \operatorname{pos}(\xi)$ with $\left|v^{\prime}\right|>b$ there exists a link $\left(v_{1} v, w_{3}\right) \in A \cup D$ such that $v<v^{\prime}$ and $1 \leq|v| \leq b$. The set $\mathcal{D}(M)$ of dependencies has those properties
if for each $\langle t, D, u\rangle \in \mathcal{D}(M)$ the corresponding sentential form $\langle t, \emptyset, D, u\rangle$ has them. Moreover, $\mathcal{D}(M)$ is (strictly) link-distance bounded in the input if there exists an integer $b \in \mathbb{N}$ such that it has (strict) link distance $b$ in the input. A sentential form $\langle\xi, A, D, \zeta\rangle$ and $\mathcal{D}(M)$ have (strict) link distance $b$ in the output if $\left\langle\zeta, A^{-1}, D^{-1}, \xi\right\rangle$ and $\mathcal{D}(M)^{-1}$ have (strict) link distance $b$ in the input, respectively.

Theorem 2 Let $M$ be an мвот. (i) The set $\mathcal{D}(M)$ is link-distance bounded in the input and strictly linkdistance bounded in the output. (ii) If $M$ is an n-XTOP, then $\mathcal{D}(M)$ is also strictly link-distance bounded in the input.

## 4. Linking theorems

Our linking theorems establish the existence of certain interrelated links, which are forced simply by a subset of the computed tree relation. We need the following utility definitions. A tree $t \in T_{\Sigma}$ is a chain (or unary tree) if $\operatorname{pos}(t) \subseteq\{1\}^{*}$, and $t$ is a binary tree if $\operatorname{pos}(t) \subseteq\{1,2\}^{*}$. A tree language $T \subseteq T_{\Sigma}$ is (i) unary shape-complete if for every chain $t \in T_{\Sigma}$ there exists a tree $t^{\prime} \in T$ with $\operatorname{pos}\left(t^{\prime}\right)=\operatorname{pos}(t)$, and (ii) binary shape-complete if for every binary tree $t \in T_{\Sigma}$ there exists a tree $t^{\prime} \in T$ with $\operatorname{pos}\left(t^{\prime}\right)=\operatorname{pos}(t)$.

We now start with a linking theorem for the composition of arbitrarily many $\varepsilon$-free XTOP ${ }^{\mathrm{R}}$. This theorem is only applicable to tree relations, which contain a sub-relation that is obtained with the help of an input and an output context into which we can plug trees from a unary shape-complete tree language. If such a tree relation $\tau$ is computed by a composition $\tau=M_{1} ; \cdots ; M_{k}$ of $\varepsilon$-free Xtop $^{\mathrm{R}} M_{1}, \ldots, M_{k}$, then we can deduce a dependency and the natural links relating the corresponding subtrees of the contexts.

Theorem 3 Let $k, n \in \mathbb{N}_{+}$and $M_{1}, \ldots, M_{k}$ be $\varepsilon$-free Xtop $^{\mathrm{R}}$ over $\Sigma$ such that

$$
\left\{\left\langle c\left[t_{1}, \ldots, t_{n}\right], c^{\prime}\left[t_{1}, \ldots, t_{n}\right]\right\rangle \mid t_{1} \in T_{1}, \ldots, t_{n} \in T_{n}\right\} \subseteq M_{1} ; \cdots ; M_{k}
$$

for some $c, c^{\prime} \in C_{\Sigma}\left(X_{n}\right)$ and unary shape-complete tree languages $T_{1}, \ldots, T_{n} \subseteq T_{\Sigma}$. Then there exist trees $t_{1} \in T_{1}, \ldots, t_{n} \in T_{n}$, dependencies $\left\langle u_{0}, D_{1}, u_{1}\right\rangle \in \mathcal{D}\left(M_{1}\right), \ldots,\left\langle u_{k-1}, D_{k}, u_{k}\right\rangle \in \mathcal{D}\left(M_{k}\right)$ with $u_{0}=c\left[t_{1}, \ldots, t_{n}\right]$ and $u_{k}=c^{\prime}\left[t_{1}, \ldots, t_{n}\right]$, and a link $\left(v_{j i}, w_{j i}\right) \in D_{i}$ for each $1 \leq i \leq k$ and $1 \leq j \leq n$ such that (i) $\operatorname{pos}_{x_{j}}\left(c^{\prime}\right) \leq w_{j k}$ for all $1 \leq j \leq n$, (ii) $v_{j i} \leq w_{j(i-1)}$ for all $2 \leq i \leq k$ and $1 \leq j \leq n$, and (iii) $\operatorname{pos}_{x_{j}}(c) \leq v_{j 1}$ for all $1 \leq j \leq n$.

We know that $\varepsilon$-free MBOT and several relevant subclasses (different from Xtop ${ }^{\mathrm{R}}$ and its subclasses) are closed under composition [8]. Therefore, our second linking theorem concerns a single $\varepsilon$-free мвот.
Theorem 4 Let $n \in \mathbb{N}_{+}$and $M=(Q, \Sigma, I, R)$ be an $\varepsilon$-free mbot such that

$$
\left\{\left\langle c\left[t_{1}, \ldots, t_{n}\right], c^{\prime}\left[t_{1}, \ldots, t_{n}\right]\right\rangle \mid t_{1} \in T_{1}, \ldots, t_{n} \in T_{n}\right\} \subseteq M
$$

for some $c, c^{\prime} \in C_{\Sigma}\left(X_{n}\right)$ and binary shape-complete tree languages $T_{1}, \ldots, T_{n} \subseteq T_{\Sigma}$. Then there exist trees $t_{1} \in T_{1}, \ldots, t_{n} \in T_{n}$, a dependency $\left\langle c\left[t_{1}, \ldots, t_{n}\right], D, c^{\prime}\left[t_{1}, \ldots, t_{n}\right]\right\rangle \in \mathcal{D}(M)$ and a link $\left(v_{j}, w_{j}\right) \in D$ for every $1 \leq j \leq n$ such that (i) $\operatorname{pos}_{x_{j}}(c) \leq v_{j}$ for all $1 \leq j \leq n$ and (ii) $\operatorname{pos}_{x_{j}}\left(c^{\prime}\right) \leq w_{j}$ for all $1 \leq j \leq n$.

## 5. Applications of the linking theorems

We present some applications of our linking theorems to existing results of the literature. We start with a classical result of [2], which states that the class of tree relations computed by XTOP $^{R}$ (as well as those computed by n -XTOP) is not closed under composition.

Theorem 5 ([2, Sect. 3.4]) The class of tree relations computable by $\varepsilon$-free $\mathrm{XTOP}^{\mathrm{R}}$ (or $\varepsilon$-free $n$-Xtop) is not closed under composition.


Figure 3: Counterexample relation of [2] with links, which we conclude from Theorem 3, where an inverse arrow head indicates that the link refers to a node (not necessarily the root) inside the subtree that the spline points to.

Proof Consider the $\varepsilon$-free n-Xtop $M_{1}=\left(Q, \Sigma,\{\star\}, R_{1}\right)$ and $M_{2}=\left(Q, \Sigma,\{\star\}, R_{2}\right)$ with $Q=\{\star, p, q, r\}$ and $\Sigma=\{\sigma, \delta, \gamma, \alpha\}$, where $R_{1}$ contains exactly the rules $\sigma(\star, p, q) \stackrel{\star}{\star} \delta(\delta(\star, p), q), \delta(p, q) \stackrel{\star}{\star} \delta(p, q), \gamma(p) \stackrel{x}{-} \gamma(p)$, and $\alpha \stackrel{x}{-} \alpha$, for all $x \in\{p, q\}$, and $R_{2}$ contains exactly the rules $\delta(r, p) \stackrel{\star}{-} \delta(r, p), \delta(\delta(r, p), q) \xrightarrow{r} \sigma(r, p, q)$, $\gamma(p) \xrightarrow{x} \gamma(p)$, and $\alpha \xrightarrow{x} \alpha$ for all $x \in\{q, p, r\}$.

Suppose for the sake of a contradiction that there exists an $\varepsilon$-free xtop $^{\mathrm{R}} M=(Q, \Sigma, I, R)$ that computes $\tau=M_{1} ; M_{2}$. By Theorem $2(\mathrm{i})$, there is a $b \in \mathbb{N}_{+}$such that $\mathcal{D}(M)$ has link distance $b$ in the input. We let $n=2 b+4$, and as in [2], we select the contexts

$$
\begin{aligned}
c & =\sigma\left(\sigma\left(\cdots \sigma\left(\delta\left(x_{n}, x_{n-1}\right), x_{n-2}, x_{n-3}\right) \cdots, x_{4}, x_{3}\right), x_{2}, x_{1}\right) \\
c^{\prime} & =\delta\left(\sigma\left(\sigma\left(\cdots \sigma\left(x_{n}, x_{n-1}, x_{n-2}\right) \cdots, x_{5}, x_{4}\right), x_{3}, x_{2}\right), x_{1}\right)
\end{aligned}
$$

and the unary shape-complete languages $T_{1}=\cdots=T_{n}=T$, where $T$ is the smallest tree language such that $\alpha \in T$ and $\gamma(t) \in T$ for all $t \in T$. By Theorem 3, there are trees $t_{1}, \ldots, t_{n} \in T$, a dependency $\left\langle c\left[t_{1}, \ldots, t_{n}\right], D, c^{\prime}\left[t_{1}, \ldots, t_{n}\right]\right\rangle \in \mathcal{D}(M)$, and links $\left(v_{1}, w_{1}\right), \ldots,\left(v_{n}, w_{n}\right) \in D$ such that $\operatorname{pos}_{x_{j}}\left(c^{\prime}\right) \leq w_{j}$ and $\operatorname{pos}_{x_{j}}(c) \leq v_{j}$ for all $1 \leq j \leq n$ (see Figure 3). We observe that $(\varepsilon, \varepsilon) \in D$ and $\left(v_{n}, w_{n}\right) \in D$. By the selection of $c$, we have $\left|v_{n}\right|>b$, and thus since $\mathcal{D}(M)$ has link distance $b$ in the input, there exists another $\operatorname{link}(v, w) \in D$ such that $v<v_{n}$ and $1 \leq|v| \leq b$. Consequently, $v=1^{m}$ for some $1 \leq m \leq b$. Moreover, we observe that $v<v_{2 m+2}$ and $v<v_{2 m+1}$ because $v<\operatorname{pos}_{x_{2 m+2}}(c)$ and $v<\operatorname{pos}_{x_{2 m+1}}(c)$. Since $D$ is strictly input hierarchical by Theorem 1(ii), we obtain $w \leq w_{2 m+2}$ and $w \leq w_{2 m+1}$, which by the shape of $c^{\prime}$ yields that $w=1^{k}$ for some $k \leq m$. However, this also yields that $w<\operatorname{pos}_{x_{2 m}}\left(c^{\prime}\right)<w_{2 m}$. Since $D$ is also strictly output hierarchical by Theorem 1(i), we conclude that $v=1^{m} \leq v_{2 m}$, which contradicts the shape of $c$. Thus, we derived the required contradiction and can conclude that such an $\varepsilon$-free XTOP ${ }^{R}$ cannot exist.

Next we apply Theorem 4 and show that the inverse of abstract topicalization [6] cannot be computed by any $\varepsilon$-free мвот. A tree language $L \subseteq T_{\Sigma}$ is regular [10] if there exists an мвот $M$ such that $L=\{t \mid\langle t, u\rangle \in M\}$. A tree relation $\tau \subseteq T_{\Sigma} \times T_{\Sigma}$ is regularity preserving if $\tau(L)=\{u \mid\langle t, u\rangle \in \tau, t \in L\}$ is regular for every regular tree language $L \subseteq T_{\Sigma}$.

Theorem 6 ( $[\mathbf{1 4}, \mathbf{T h m} .8]$ ) The class of regularity preserving tree relations computable by $\varepsilon$-free MBOT is not closed under inverses.
$\square$
Proof Let $M_{\mathrm{tpc}}=(Q, \Sigma,\{\star\}, R)$ be the $\varepsilon$-free mbot with $Q=\{\star, p, q, r\}$ and $\Sigma=\{\sigma, \delta, \gamma, \alpha\}$, where $R$ contains exactly the rules $\delta(p, \star) \stackrel{\star}{-} \delta(\star, \delta(p, \star)), \delta(p, \star) \stackrel{\star}{\star} \cdot \delta(p, \star), \delta(p, \delta(q, r)) \stackrel{\star}{-} r . \delta(p, q), \sigma(p, q) \xrightarrow{-} \sigma(p, q)$, $\gamma(p) \xrightarrow{x} \gamma(p)$, and $\alpha \xrightarrow{x} \alpha$ for every $x \in\{p, q, r\}$. We can check that $M_{\mathrm{tpc}}$ is regularity preserving. The inverse $M_{\mathrm{tpc}}^{-1}$, which is also regularity preserving, is illustrated in Figure 4. We suppose for the sake of a contradiction that there exists an $\varepsilon$-free мвот $M=(Q, \Sigma, I, R)$ that computes $M_{\text {tpc }}^{-1}$. By Theorem 2(i) there exists a $b \in \mathbb{N}_{+}$such that $\mathcal{D}(M)$ has strict link distance $b$ in the output. Moreover, let $n>b+2$, and we


Figure 4: Counterexample relation $M_{\text {tpc }}^{-1}$ with links, which we conclude from Theorem 4.
select the contexts

$$
c=\delta\left(x_{1}, \delta\left(x_{2}, \ldots \delta\left(x_{n-1}, x_{n}\right) \cdots\right)\right) \text { and } c^{\prime}=\delta\left(x_{2}, \delta\left(x_{3}, \ldots \delta\left(x_{n-1}, \delta\left(x_{n}, x_{1}\right)\right) \cdots\right)\right)
$$

and the binary shape-complete tree languages $T_{1}=\cdots=T_{n}=T$, where $T$ is the smallest tree language such that $\alpha \in T, \gamma(t) \in T$ for all trees $t \in T$, and $\sigma\left(t_{1}, t_{2}\right) \in T$ for all trees $t_{1}, t_{2} \in T$. By Theorem 4 there are trees $t_{1}, \ldots, t_{n} \in T$, a dependency $\left\langle c\left[t_{1}, \ldots, t_{n}\right], D, c^{\prime}\left[t_{1}, \ldots, t_{n}\right]\right\rangle \in \mathcal{D}(M)$, and a link $\left(v_{j}, w_{j}\right) \in D$ for every $1 \leq j \leq n$ such that (i) $\operatorname{pos}_{x_{j}}(c) \leq v_{j}$ and (ii) $\operatorname{pos}_{x_{j}}\left(c^{\prime}\right) \leq w_{j}$ for all $1 \leq j \leq n$ (see Figure 4). Based on those links, we can derive a contradiction because there exists a link $(v, w) \in D$ such that $\varepsilon<w<2^{b+1}$.

Finally, we show that the relation $M_{\mathrm{tpc}}$ cannot be computed by any composition of $\varepsilon$-free XTOP ${ }^{\mathrm{R}}$ (see [14]). The authors believe that a proof approach based on the common fooling technique would be rather difficult (or even hopeless) as we would need to argue over several (at least 2) unknown intermediate trees.
Theorem 7 ([14, Thm. 6]) The relation $M_{\mathrm{tpc}}$ cannot be computed by any chain of $\varepsilon$-free $\mathrm{XTOP}^{\mathrm{R}}$. a
Proof (Sketch.) As before we prove the statement by contradiction. Therefore, we assume that $M_{\mathrm{tpc}}$ is computed by a composition of several $\varepsilon$-free Xtop ${ }^{R}$. By [9, Thm. 11] we know that three $\varepsilon$-free Xtop ${ }^{R}$ suffice, so there are $\varepsilon$-free Xtop ${ }^{\mathrm{R}} M_{1}, M_{2}$, and $M_{3}$ over $\Sigma$ such that $M_{\mathrm{tpc}}=M_{1} ; M_{2} ; M_{3}$. By Theorem 3 there are links, which can be used to derive a contradiction.
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