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Abstract
We present results on phonetic convergence of normalized F1
and F2 values in German spontaneous speech (46 dialogs, 20.8
hrs of speech). We are interested in the influence of social fac-
tors, specifically of mutual likeability and competence ratings,
on convergence. To this end we fitted linear mixed models with
speakers’ F1 and F2 values, using partners’ averaged values as
well as the mutual social ratings as predictors. Our results show
significant general convergence effects as well as significant ef-
fects of the interaction between partners’ F1 and F2 values and
the social ratings on speakers’ productions of F1 and F2. This
indicates that vowel formants are subject to phonetic conver-
gence in spontaneous speech, and that social factors have an
effect on the degree of convergence.
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1. Introduction
Phonetic convergence is the process of adapting one’s speech to
an interlocutor. The opposite, i.e., the assumption of a speaking
style that differs from that of the interlocutor, is called diver-
gence. In both cases, the perception of the interlocutor’s speech
affects a speaker’s current production targets. An issue related
to convergence, sometimes even considered equivalent to con-
vergence, is imitation, which occurs when speakers’ production
targets are influenced by properties of stimuli that they have
been exposed to before.

According to Communication Accommodation Theory
(CAT, e.g. Giles and Smith 1979; Giles, Coupland, and Cou-
pland 1991; Shepard, Giles, and Le Poire 2001; Giles and Ogay
2006), the adaptation seen in convergence or divergence is a
dynamic process and affects not only speech, but communica-
tive behavior in general (i.e. linguistic and phonetic features, but
also paralinguistic aspects). CAT proposes that convergence de-
creases social distance between interlocutors and thus reflects
a speaker’s (often unconscious) need for social integration or
identification with the interlocutor’s social group (Giles, Cou-
pland, and Coupland 1991). In contrast, divergence is caused
by the need to distance oneself from the interlocutor’s group.
Interlocutors may also converge to increase intelligibility and
efficiency of communication (Triandis 1960; Natale 1975; Gal-
lois et al. 1995). Thus, social factors and the communication
setting are clearly important when investigating convergence.

However, most recent studies on phonetic convergence use
rather controlled and limited speech material, often drawing on
methodology that is typically used in imitation research, with-
out real conversational interaction, or focus on only specific tar-
get words or phrases in conversations (Babel 2010; Abrego-
Collier et al. 2011; Kim, Horton, and Bradlow 2011; Babel
2012; Pardo et al. 2012). Few recent studies on convergence

use larger-scale fully annotated corpora such as the Columbia
Games Corpus (Levitan and Hirschberg 2011). In our opinion,
testing the reality of convergence “in the wild” by investigating
convergence on such corpora is indeed overdue, but there is one
possible drawback in using game task corpora to this end: Given
that efficiency of communication is a prerequisite for success-
fully playing such a game task, the question arises whether con-
vergence in a game corpus may be a consequence of the game
concept instead of a natural phenomenon in conversation.

Furthermore, social factors are assumed to be central in
convergence, but to our knowledge there are no corpora to date
which take social aspects of the conversation into account while
providing data from completely free, spontaneous conversa-
tions. To close this gap, we have created the German Conversa-
tions (GECO) database,1 which provides data on speakers’ mu-
tual social assessment (in terms of likeability and competence),
in addition to large-scale fully annotated recordings of high au-
dio quality. In this paper, we investigate convergence of vowel
formants in this corpus.

2. Speech data
GECO consists of spontaneous conversations between previ-
ously unacquainted female German speakers on topics of their
choice. Most speakers were students between age 20 and 30.
Each dialog lasted approx. 25 minutes. Participants wore AKG
HSC271 head-sets with rubber foam windshields while talking
to each other in a sound-attenuated booth. We recorded about
one half of the dialogs in a unimodal (UM) condition, where
speakers could not see each other, and the other half in a mul-
timodal (MM) condition, where speakers could see each other
through a transparent screen. There are 22 dialogs (approx. 10.3
hours of dialog) in the UM condition and 24 (approx. 10.5
hours) in the MM condition. Subjects were naïve to the research
questions; in both conditions, they were told that the purpose
of the study was to research how small talk between strangers
works. They were provided with a list of potential topics to ease
conversation, but were explicitly told that they were completely
free to choose other topics as well. In fact, participants rarely
consulted the list. The recordings were automatically annotated
on the segment, syllable, word, and prosodic levels. The result-
ing corpus amounts to 20.8 hrs. of dialog, with approx. 250,000
words, 360,000 syllables, and 870,000 phones.

2.1. Social factors

As elaborated above, it is well accepted that the degree of
accommodation (and its direction, i.e., divergence or conver-
gence) is related to social factors (e.g. Giles and Smith 1979;

1The GECO corpus is freely available for non-commercial use
at http://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/IMS-
GECO.en.html



Street 1984; Pardo et al. 2012). To cater for such social factors
in the present database, speakers rated their, after each conver-
sation by filling in a questionnaire. We captured likeability by
four items in the questionnaires: Participants were asked how
likeable (“sympathisch”), friendly (“freundlich”), socially at-
tractive (“sozial”), and relaxed (“locker”) they found their part-
ner on a 5-point Likert scale. Competence was assessed by ask-
ing how intelligent, competent, successful, and self-confident
the partner was perceived. We transformed all values to integers
from -2 to +2. For both aspects, likeability and competence, we
added the values for the four corresponding items to obtain a
composite score for overall likeability and competence, respec-
tively. Even though negative scores were rare in this experi-
ment, both composite scores exhibit reasonable variation (both
range from -2 to 8). Following the usual procedure in linear
regression, we centered these raw scores for the statistical anal-
ysis below.

3. Methodology
3.1. Data processing

We extracted F1 and F2 values for each non-reduced monoph-
thong in our data, along with vowel identity, duration, word
stress, word frequency, speaker ID, listener ID, F0 at vowel mid-
point (as calculated by get_f0 from the ESPS software package).
For calculating F1 and F2 we used Praat (Boersma and Weenink
2014) to extract the first two formants using the “Burg” method,
allowing a maximum of five formants, an expected maximum
of 5500 Hz, a window length of 25 ms, and a pre-emphasis
from 50 Hz in time steps of 25% of the window length, i.e. ap-
prox. 6 ms. We then sampled F1 and F2 at vowel midpoint
by linear interpolation. To remove outliers, we filtered the data
in the following way: First we removed duration outliers sep-
arately for each vowel in the standard way, by discarding all
instances where the duration was more than 1.5 times the in-
terquartile range away from the upper and lower quartiles, re-
spectively. Duration outliers are usually indicative of labeling
errors, which do occur because the data were annotated auto-
matically using forced alignment. Then, we eliminated F1 and
F2 outliers analogously, this time separately for each speaker
and each vowel. Finally, we still observed suspiciously low F1
values especially for /a:/ vowels, which were close to the es-
timated F0 values, thus F0 may have been mistaken for F1 in
these cases. Therefore, we excluded all cases where F1 and F0
were less than 100 Hz apart except for the high vowels /i:/, /y:/,
and /u:/, for which F1 values in the range of female F0 could
be expected. Outlier removal reduced the number of vowels in
the analysis from 212,677 to 173,025. Visual inspection of F1
and F2 quantile-quantile plots revealed that after this step, both
distributions were approximately normal.

3.2. Normalization

As the formant values of course are vowel-specific, we scaled
and centered (i.e. z-scored) all formant values using vowel-
specific means and standard deviations. Note that while this
may sound reminiscent of Lobanov’s (1971) speaker normaliza-
tion procedure, our normalization technique is actually differ-
ent: The aim in applying Lobanov’s technique is to express the
formant values in terms of their location in a specific speaker’s
vowel space. The aim of our technique is to express the formant
values in terms of their location in the region that all recorded
speakers used for this specific vowel, because we need the same
reference frame for normalization in order to assess whether

speakers used similar values. The parameters resulting from
our transformation will be referred to as F1’ and F2’, respec-
tively. Thus a value of 0 for F1’ for instance indicates that the
respective vowel token was produced with an F1 that is exactly
average across all speakers for this vowel, while a value of 2
indicates that the vowel token was higher than this average by
two standard deviations. Bear in mind that for normally dis-
tributed data, only 2.5% of the values are more than 2 standard
deviations higher than the mean. As our F1 and F2 values were
approx. normally distributed, we can then interpret an F1’ value
of 2 as indicating that approx. 97.5% of all tokens of that vowel
were produced with a lower F1 than this token, thus the token
is located at the upper edge of the distribution in terms of F1.

In this way, F1’ and F2’ indicate each vowel token’s posi-
tion relative to all speakers’ tokens of the same vowel. Figure
1 illustrates the normalization technique: it depicts the vowel
space of all speakers in terms of F1 and F2. The boxes around
each vowel indicate the region of one standard deviation above
and below the mean. They can thus be interpreted as reference
frames for normalization: Values falling at the edges of these
boxes yield normalized values of +1 or -1. For instance, the
yellow box highlights the region for all /a:/ vowels, and the red
arrows then indicate the normalized axes for /a:/ vowels. A hy-
pothetical example token located at the point indicated by the
asterisk in Fig. 1 would then have an F2’ of 0, which indicates
that its raw F2 is equal to the mean for all speakers, and an F1’
of approx. 0.75, which indicates that its raw F1 is relatively high
compared to that of all other /a:/ tokens.

Figure 1: Illustration of the formant normalization method. The
boxes around each vowel indicate the range of values observed
for all speakers: they indicate the region of one standard devi-
ation above and below the mean. The yellow box highlights the
region for /a:/ tokens, the arrows indicate the reference frame
for their normalization, and the asterisk indicates a hypotheti-
cal example token.

3.3. Statistical analysis

Our aim is to find out whether speakers’ F1 and F2 values are
influenced by their partners’ F1 and F2 values. Specifically,
if there was a positive relationship (i.e. if speakers produce
higher values when confronted with higher partners’ values),



this would indicate convergence. A negative relationship on
the other hand would indicate divergence. To assess the rela-
tionship between partners’ and speakers’ F1’ and F2’ values,
we performed two sets of linear mixed effects analyses using
R (R Core Team 2013) and the lme4 package (Bates et al.
2014). The dependent variables were F1’ and F2’, respectively.
If speakers converge to their partners, we would expect that
partners’ F1’ and F2’ productions are significant predictors of
speakers’ F1’ and F2’. As it is not yet clear how much context
is needed for speakers to converge, i.e., how many vowels must
have been perceived before speakers’ productions are affected,
we do not want to make any assumptions as for exactly which
of the partner’s preceding tokens affect each produced vowel.
Therefore, while we predicted F1’ and F2’ for each vowel to-
ken for every speaker and every dialog, we averaged partners’
F1’ and F2’ values across that whole dialog. These averaged
values were used as predictors. Thus F1’ and F2’ values of all
vowel tokens of a speaker in a dialog were considered once indi-
vidually as dependent variables, and then again indirectly when
they contributed to the average F1’ or F2’, which then served as
predictor variables for all vowel tokens of the other speaker in
the same dialog. All F1’ and F2’ values as well as the averages
were centered prior to fitting the models.

To control for random factors (for instance reduction ef-
fects due to stress, vowel duration, and word frequency, but also
speaker-specific effects on vowel formants) we included inter-
cepts for speaker, as well as by-vowel slopes for duration, stress,
and word frequency. All random factors were justified, as con-
firmed by likelihood ratio tests for each factor, always compar-
ing the model without the factor in question to the full model.
This was done once at the beginning, including only partners’
F1’ or F2’ averages as fixed factors. We then iteratively added
the social factors and their interactions as fixed effects to both
models, always confirming that including the factor was justi-
fied by way of likelihood ratio tests of the model with the factor
in question compared to the model without the factor in ques-
tion.2 For the two winning models, we re-checked that all ran-
dom effects were still justified for these richer models.

To assess the significance of the fixed effects in the winning
models, we used the “Wald” method of the confint function
provided by the lme4 package (Bates et al. 2014). This func-
tion allows approximation of confidence intervals based on the
estimated local curvature of the likelihood surface. We chose a
confidence level of 0.975 (Bonferroni correction for two tests,
one for F1’, one for F2’). We regard effects as significant if
the estimated confidence interval does not contain zero at this
confidence level.

4. Results
The best model both for F1’ and F2’ was the model which in-
cluded as predictors (i) partners’ average F1’ (or F2’) scores, (ii)
the likeability score for the partner (iii) the competence score
for the partner, and (iv) their interactions. Visual inspection of
the residual plots of each winning model revealed no obvious
deviations from normality and homoscedasticity.

Estimates for the coefficients in the two winning models are
given in Table 1. They exhibit similar patterns. In both cases,
we observed a general convergence effect, irrespective of the
social ratings: we observed a positive coefficient for the main
effect of partner’s score (lines labeled partner in Table 1). The

2In all cases the better fit was also corroborated by lower AIC scores
of the winning models.

Table 1: Coefficients of the winning linear mixed models. Es-
timates for the coefficients are in the second column, upper
and lower bounds of the corresponding confidence intervals are
listed in the third and fourth columns. The last columns indi-
cates whether we consider the effect significant (*) or not sig-
nificant (n.s.).

F1’ results
Coefficient estim. upper lower sig.
(Intercept) -0.439 -0.968 0.090 n.s.
partner 0.143 0.116 0.169 *
likeability -0.005 -0.010 -0.001 *
competence 0.021 0.017 0.024 *
partner:likeability 0.043 0.029 0.056 *
partner:competence -0.063 -0.077 -0.049 *
likeab.:competence 0.002 0.001 0.003 *
partner:likeab.:comp. 0.007 0.003 0.011 *

F2’ results
Coefficient estim. upper lower sig.
(Intercept) 0.082 -0.097 0.262 n.s.
partner 0.043 0.025 0.061 *
likeability -0.006 -0.010 -0.002 *
competence 0.011 0.008 0.015 *
partner:likeability 0.014 0.003 0.025 *
partner:competence -0.020 -0.031 -0.009 *
likeab.:competence 0.000 -0.001 0.001 n.s.
partner:likeab.:comp. -0.003 -0.005 0.000 *

effect was more pronounced (i.e. with a higher coefficient) in
case of F1’ than in case of F2’, but the effect was significant
at a level of 0.975 in both cases. This means that the default
behavior across all dialogs was convergence.

In addition, there are interactions of likeability and com-
petence with partners’ scores which are in opposition: there
is a positive coefficient for the interaction between likeability
and partners’ scores (lines labeled partner:likeability), i.e., the
more a speaker liked her partner, the more “influence” the part-
ner’s score had on the speaker’s productions, i.e. the general
convergence effect described above is strengthened with higher
likeability scores. The effect is significant at a level of 0.975.
We find the opposite for the competence scores: for both F1’
and F2’ we observe negative coefficients for the interaction
between competence and partners’ scores (lines labeled part-
ner:competence), i.e., the more competent a speaker rated her
partner, the lower the contribution of the partner’s score in pre-
dicting the speaker’s F1’ or F2’, i.e. the general convergence
effect is weakened for higher competence scores. This effect
was also significant at a level of 0.975 in both cases. In case
of F1’, there was also a small but significant positive effect of
the three-way interaction between partners’ average F1’ and the
competence and likeability scores, while there was a negative
effect in case of F2’ (lines labeled partner:likeab.:comp.) .

It should be noted that we also observed main effects of the
social ratings and their two-way interaction on speaker’s F1’
and F2’, irrespective of the partner’s score, which we found
surprising. They indicate for instance that higher competence
ratings for the partner raised speakers’ F1’ and F2’ in general
(lines labeled competence), and that higher likeability ratings
for the partner lowered speakers’ F1’ and F2’ in general (lines
labeled likeability). We currently have no explanation for these
findings.



5. Discussion
To summarize the results presented above, the main finding is
that there is a general convergence effect both for F1’ and F2’,
which is strengthened for increased likeability scores and weak-
ened for increased competence scores. As mentioned above, our
speakers’ mutual ratings were mostly positive. Also, speakers
usually indicated that they found the dialogs pleasant. Thus,
the general convergence effect may be a consequence of the ho-
mogeneity of the participant group in terms of gender, age, and
occupation. Irrespectively, our results confirm that convergence
occurs naturally in fully spontaneous dialogs, and that it can be
detected even using fully uncontrolled speech material.

On a more abstract level, the results clearly confirm the rel-
evance of social factors in convergence: For both F1’ and F2’
including the social factors as fixed effects improved the fit of
the models in all cases. In addition, the interactions between
mutual social ratings and partner’s F1’ and F2’ scores nicely
demonstrate that social factors affect the degree of convergence.
This suggests that accounts of phonetic convergence should ac-
knowledge social factors and speaks against a purely biological
account of convergence.

Concerning the asymmetry of likeability and competence
effects, we can currently only speculate on possible causes.
Even though the two variables were correlated (Pearson’s
r=0.70), there seem to be subtle differences between likeabil-
ity and competence. We would argue that competence is a
more competitive asset than likeability—people are more likely
to compete with respect to competence than with respect to
likeability. Some related evidence comes from investigating
backchannel frequency in the GECO corpus using linear regres-
sion models (Schweitzer and Lewandowski 2012). We found
that the more backchannels speakers produced, the more com-
petent and likeable they found their partner, i.e. the effects of
partners’ likeability and competence on speakers’ production of
backchannels were symmetric. However, we also found that
the more backchannels speakers produced, the less competent
they tended to be rated themselves by their partners—there was
a marginally significant (t(46)=-1.95,p=0.058,β=-0.37) nega-
tive relationship between how many backchannels speakers pro-
duced and how competent they were perceived by their partners.
This effect was not present for likeability. Assuming that pro-
ducing many backchannels is in a way similar to converging to
the partner, both signaling appreciation in some way, it might
be that the findings in the present paper are related to these ear-
lier findings. It is possible that speakers are intuitively aware of
the negative relationship between showing (maybe too much)
appreciation and the impression of competence on the partner.
Thus, when talking to a more competent partner, speakers might
be inclined to be more subtle or careful in converging. As no
adverse effect of showing appreciation on one’s impression of
likeability needs to be feared, and as we would not expect that
conversation partners are competing with respect to likeability
in the first place, there is no need for speakers to reduce conver-
gence when talking to more likeable partners. We hope to shed
more light on the asymmetric effects of likeability and compe-
tence in the future.
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